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Abstract

This work considers a predictive numerical modelling approach for fracture-propagation control in CO2-transport
pipelines, an area where current engineering tools do not work. Fluid-structure interaction model simulations are
compared with three published medium-scale crack-arrest experiments with CO2-rich mixtures. The fluid flow is
calculated by a one-dimensional homogeneous equilibrium model, and the thermodynamic properties of CO2 are
modelled using the Span–Wagner and the Peng–Robinson equation of state. The pipe material is represented by a
finite-element model taking into account large deformations and fracture propagation. Material data commonly found
in the literature for steel pipes in crack-arrest experiments is not sufficient to directly calibrate the material model
used here. A novel three-step calibration procedure is proposed to fill the information gap in the material data. The
resulting material model is based on J2 plasticity and a phenomenological ductile fracture criterion. It is shown
that the numerical model provides good predictions of the pressure along the pipe, the ductile fracture speed and a
conservative estimate of the final crack length. An approximately plane-strain stress state ahead of crack tip implies
that a fracture criterion accounting for a wide range of stress states is not necessary.

Keywords: Carbon dioxide, Finite-element method (FEM), Computational fluid dynamics (CFD), Fluid-structure,
Running-ductile fracture, Pipeline, West-Jefferson, Decompression, Fracture propagation control

1. Introduction

Transport of large amounts of gases and liquids by pipeline is considered an efficient and safe method. The major
part of the worldwide experience in this field is based on transport of natural gas and oil. Transport of CO2 by pipelines
– as would be needed for CO2 Capture and Storage (CCS) to have a significant effect on global CO2 emissions [1] –
is different in many ways [see e.g. 2, 3].

Unlike natural gas transport pipelines, which are often located far from populated areas, major CO2 emitters are
commonly situated close to populated areas. Thus, a CO2 pipeline failure with a resulting leak of asphyxiant CO2 may
have high consequences. For CCS, the CO2 will, most likely, be transported in a liquid or dense liquid state, whereas
natural gas normally is transported in a dense gaseous state. The implications of this difference are important when
considering cases where an accidental rupture is caused to a pressurized pipeline – e.g. by third party impact.

In the event of pipeline failure, a rupture of sufficiently large initial size may start to propagate rapidly along the
pipe. For modern-type pipeline steels, the fracture mode is ductile and the phenomenon is called a running-ductile
fracture (RDF). An RDF can run over long distances – releasing a large amount of energy and dispersing CO2 over a
wide area. Though this is a very rare phenomenon, it has potentially large consequences related to economy, health
and safety – and is thus a risk that needs to be carefully considered and minimized.

The severity and extent of an RDF is governed by a ‘race’ between the depressurization wave velocity (related to
the speed of sound) in the fluid inside the pipe, and the fracture-propagation velocity. In the two-curve method (TCM)
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for fracture propagation control (FPC) [4], the phenomenon is simplified by considering two pressure-dependent
functions, one for the stable fracture velocity and one for the depressurization-wave velocity. If there exists a pressure
level at the crack tip where the fracture velocity is higher than the depressurization velocity, the fracture could in
principle propagate indefinitely – or until a region of higher fracture resistance is encountered.

In the COOLTRANS project [5, 6], run by National Grid (UK), results from five experiments related to FPC in
dense-phase CO2 were reported [7–9]. Two of these experiments represented full-scale crack-arrest experiments with
a CO2-N2 mixture, and the conclusion was that the TCM, is ‘not (currently) applicable to liquid or dense phase CO2
or CO2-rich mixtures’ [9].

In codes and regulations where FPC in pipelines is considered, e.g. [10, 11], the TCM is almost exclusively used.
However, with the introduction of high-grade steels (X70 and higher), the TCM has proven to become less accurate
and correction factors have been introduced to achieve better predictions [12]. Recent studies show that the need for
correction factors is related to new manufacturing processes for steel pipes, independent of steel grade [13]. Further,
it is found that for high-toughness steel pipes, design based on Charpy tests and the TCM with correction factors is
not conservative [13]. While low-toughness Charpy tests tend to be dominated by cleavage fracture, high-toughness
Charpy tests usually display a fracture zone dominated by ductile fracture. The different micro-mechanical mechan-
isms present in the Charpy tests of low-toughness and high-toughness materials are likely to reflect the behaviour of
the RDF in full scale pipelines. Leis [14] pointed out that for modern high-toughness steel pipes, the running fracture
is more a propagating local instability than an extending crack.

Unlike lean natural gas, dense-phase CO2 will undergo a phase transition upon depressurization and will sustain a
high pressure (crack-driving force) on a propagating fracture [2, 3, 15]. This is due to a drop in pressure-propagation
speed (below the typical fracture speed) in the two-phase region, and a high-enough saturation pressure to propagate
the fracture [8, 15]. In [3] we found that the forces on the opening fracture flaps are significantly more severe for CO2
than for natural gas pipelines. For an RDF in a natural-gas pipeline, the crack-driving force falls to negligible levels at
about 1 pipe diameter (D) behind the moving crack tip [16], whereas for CO2 a high pressure level is maintained even
at 4–5D away from the crack tip [3]. In addition, depending on the capture technology, the level and type of impurities
will vary [17], and this may significantly alter the thermophysical properties [18] and therefore the magnitude of the
crack-driving forces.

This highlights the need for further development of design tools for pipelines. Several approaches to predict and
understand the RDF problem in pipelines have been developed over the years [3, 19–26]. Recently, a fluid-structure
model for brittle fracture in pipelines was presented [27], as brittle fracture may be relevant e.g. due to the cooling
around a leak.

In [3, 28, 29] we presented a numerical methodology for FPC aiming to include the important physics, with reason-
able computational cost. In this way we aim to establish a tool for safe (with respect to FPC) and cost-effective design
and operation of CO2 pipelines. The method consists of two main parts: a one-dimensional CFD model accounting
for the fluid flow inside and out of the pipe, and a finite-element model accounting for the non-linear mechanical
behaviour of the pipe wall and the crack propagation. A fluid-structure interaction coupling scheme between these
two parts is implemented. This coupled fluid-structure model has been validated against crack-arrest experiments per-
formed with methane and hydrogen [28, 29] and it has been extended to accurately account for two-phase (gas-liquid)
and three-phase (gas-liquid-solid) CO2 [3, 19, 30–32]. Furthermore, an improved method to estimate the circumfer-
entially varying pressure load on the fracture flaps has been developed, and a backfill model has been employed to
represent the material surrounding the pipe [3].

In [3], two medium-scale fracture propagation tests done in the CO2PIPETRANS project, with pure CO2 in the
dense phase, were compared with results from the new methodology. Good agreement in terms of fracture velocity,
final fracture length and pressure data of the method was obtained. The simulation results also provided possible
explanations to why the existing empirical models fail to give an estimate of the arrest/no-arrest boundary as reported
in e.g. [9] for CO2 transporting pipelines. Thus, since the TCM was developed using low-toughness materials and
ideal gases, the fracture velocity curve and the crack arrest conditions for CO2 pipelines most likely need to be revised
[3, 9].

In the present work, we consider the COOLTRANS experiments [7–9] for model validation. These experiments
differ in several ways from those so far used to validate the new methodology [3]. Firstly, the pipe outer diameter and
wall thickness used in [7–9] were 914 mm and 25.4 mm, respectively (compared to 406 mm and 6–8 mm, respectively,
in [3]). In three of the five reported experiments in [7–9], a CO2-rich mixture was used, compared to the pure CO2
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Table 1: Summary of the West-Jefferson tests reported in [8]. Cr.len denotes the final crack length, from the end of the initial crack, before ring-off

in each direction West/East. Init.cr.len denotes the length of the initial crack made by the explosive cutter. v f is the average fracture velocity. Sat.
pressure refers to the predicted saturation pressure after isentropic decompression from the initial state, using the equation of state for combustion
gases (EOS-CG) [33].

Test Length/#sections Init. cr.len Fluid composition Pressure/temp. Cr.len W/E Sat. pressure v f (m/s)

1 16.16 m / 1 0.7 m 100% CO2 149.2 bar/16.8 ◦C 1.0 m/1.0 m 41.9 bar < 75
2 16.97 m / 2 3.0 m 100% CO2 151.9 bar/8.2 ◦C 1.3 m/1.3 m 34.4 bar < 75
3 22.71 m / 3 1.8 m 87.5% CO2/12.5% N2 150.0 bar/15.2 ◦C 6.8 m/7.1 m 93.2 bar 135–195

Table 2: Average yield stress, sy, ultimate stress, su, and Charpy V-notch energies, 1/1 CVN, for the pipes used in the W-J tests [8]. Tensile
testing was done at ambient temperature and Charpy testing at 0 ◦C. The material IDs used here are chosen for convenience. According to [8], the
corresponding pipe numbers were MAT1 = 3553, MAT2 = 44993, MAT3 = 33992, MAT4 = 33S, MAT5 = 33N, MAT6 = 55.

Test Material ID sy (MPa) su (MPa) CVN (J)

1 MAT1 533.3 610.7 201

2 MAT2 491.0 582.2 184
MAT3 511.0 589.0 194

3
MAT4 515.0 633.0 199
MAT5 534.5 643.5 193
MAT6 458.0 552.0 342

used in [3]. Moreover, the available material data for the steel pipes from the experiments of [7–9] are restricted
to the yield and ultimate stress as well as the fully ductile Charpy V-notch energy. This constitutes a challenge for
properly calibrating the material and fracture parameters used in the presented finite-element model. This challenge
is addressed here. In doing so, we attempt to put the uncertainties on the conservative side.

The rest of this paper is organized as follows: An overview of the crack-arrest experiments considered here is
described in Section 2, while Section 3 presents the coupled fluid-structure model and a new method for calibration
of the pipe material models. In Section 4, results from numerical simulations are presented, discussed and compared
with the experimental data. Conclusions are drawn in Section 5.

2. Reference crack-arrest experiments

In the COOLTRANS [5] project, challenges related to fracture-propagation control (FPC) in pipelines transporting
CO2 rich mixtures were investigated. Three reduced-length tests, also known as West-Jefferson (W-J) tests [8], and
two full-scale fracture-propagation tests [9] with CO2-rich mixtures have been reported. The three W-J tests are
considered here, and a summary of the experimental details and the main results are given in Table 1. The W-J tests
were conducted primarily to show whether and how an initial defect in a modern-type steel pipeline carrying CO2-rich
mixtures will propagate as a running-ductile fracture (RDF) [8]. It was also investigated how large an initial defect
would have to be to develop into a running ductile fracture, and whether this could actually take place in a large-
diameter and -thickness high-toughness modern pipeline steel grade. In the following, we will briefly describe the
layout and essential details of the three W-J tests. More information can be found in [8].

The pipes were made of Grade L450 steel and had an outer diameter of 914 mm (36 inch) and a 25.4 mm wall
thickness. The Grade L450 is under API considered equivalent to the X65 grade pipeline steel. The reported yield
stress (yield strength) and ultimate stress (tensile strength) of the L450 grades used are shown in Table 21. These
values were significantly different from those of the X65 steel considered in our recent work on pure CO2 [3].

The test layout for the three W-J tests is shown schematically in Figure 1 and is based on information given in
[8]. One 16.6 m long pipe, with material defined as MAT1 in Table 2, was used in Test 1. In Test 2, two pipes, each

1The yield stress and the ultimate stress values for MAT6 are taken from [34].

3



16.6nm

Testn1

P1 P2 P3 P4 P5 P6

0.7m

West East

16.97nm

Testn2

P1 P2 P3 P4 P5 P6

3nm

22.71nm

Testn3

P1 P2 P3

1.8nm

-1m 1m-3.12m-6.12m 3.12m 6.12m

-1m 1m-3.0m-5.75m 3.0m 5.75m

-6.0m 2m 6m

Girthnweld Cutter Pressurensensor 1mntrench 1.2mnburied Buried

MAT1

MAT2 MAT3

MAT6MAT5MAT6 MAT4

Figure 1: Layout of the W-J tests reported in [8]. Pressure transducers (denoted P#) were mounted at 3 o’clock positions. Numbers above these
indicate distance from the initial crack tip. The different backfill conditions are noted in various shaded boxes. Material grades MAT1–MAT6 are
defined in Table 2. Total pipe length (excluding domes welded at the end) and initial crack lengths are indicated with arrows.

about 8.5 m long and with materials defined as MAT2 and MAT3 in Table 2, were used. Test 3 consisted of three
pipe segments: one 8.5 m long pipe segment with materials defined as MAT4 and MAT5 (measured at each end of the
pipe), and two high-toughness outer pipe sections (defined as MAT6) – each 5.96 m long and coming from the same
original pipe (Pipe No. 55). Domed end caps were welded to the ends of each test (not part of total length). Shaped
explosive charges with lengths given in Table 1 – shown with arrows in Figure 1 – ensured the initial through-wall
crack lengths at the start of each test.

Pressure transducers, positioned as indicated in Figure 1, recorded the pressure during the tests. Timing wires
for measuring the fracture speed were mounted along the pipes. Careful monitoring and stabilization of the initial
temperature and pressure (indicated in Table 1) in tests were performed. Logging of data failed for pressure sensor P5
in Test 1, and sensors P2 and P3 in Test 2. No information of the state and type of the backfill is given in [8].

The final propagated crack lengths prior to ring off are given in Table 1. Results from the two first W-J tests with
pure CO2 resulted in short crack lengths – as was expected due to the relatively low saturation pressure and high
toughness and thickness of the pipes. The running ductile fracture in Test 3 was driven by a high saturation pressure
and arrested in the high toughness reservoir pipe (MAT6) in each direction of propagation. However, the arrest may
have been affected by the reflected pressure wave. Thus, the only conclusion regarding the toughness needed for crack
arrest in Test 3 is that it must be equal to, or larger than, approximately 200 J. While Test 1 and 2 arrested through a
ring-off mechanism, Test 3 arrested as a straight fracture.

3. The numerical model

This section summarizes the coupled numerical model which takes into account the fluid-structure interaction
between the pipe and the CO2 as well as the interaction between the pipe and the backfill. A more detailed description
of the model can be found in [3].
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The coupled model consists of two main parts: a structure model taking into account deformation and fracture of
the pipe material and the surrounding (backfill) material, and a fluid-dynamic model accounting for the fluid behaviour.
The structure model passes the fracture opening and pipe geometry to the fluid-dynamic model, which then calculates
the flow through the fracture and the pressure field along the pipe axis. Next, this pressure field is passed to the
structural model and applied to the finite elements.

3.1. Structure model

The pipeline was modelled by the nonlinear finite-element (FE) code LS-DYNA [35], following the same approach
as in [3]. In the simulations, the pipe was loaded to the initial pressure using an implicit time-integration scheme,
followed by an RDF step which used an explicit time integration scheme. As in [29], Belytschko-Tsay shell elements
with one in-plane integration point and 5 integration points through the thickness were applied in the discretization
of the pipe. As discussed in [36] and [3], a local neck having a width approximately equal to the pipe thickness,
is travelling ahead of the RDF. Most of the plastic energy is dissipated in the necking region [16, 37], thus the
pipe thickness is taken as the significant length scale in the RDF simulations. As will be shown in Section 4.3, the
pipe thickness at the crack-tip is reduced during plastic deformation, while undergoing a state of plane-strain in the
longitudinal direction of the pipe. An applied element size of approximately 25 mm along the crack-path direction
and 12.5 mm in the in-plane transverse direction was found appropriate. The elements outside the crack path were not
exposed to similarly large strains, and were given an initial element size of approximately 25 mm with an aspect ratio
close to unity. The model of Test 1 consisted of 35000 shell elements, while the models of Test 2 and 3 had 37000
and 49000 shell elements, respectively.

3.1.1. Steel pipe material model
The constitutive model for the steel-pipe material – which is similar to the one used in [3] – was described by a

hypoelastic, visco-plastic material model. The elastic properties are described by a Young’s modulus of 208 GPa and
a Poisson ratio of 0.3. The dynamic yield function, f , is based on the J2 flow theory and is expressed as

f (σ) = σV M(σ) − σ f (p, ṗ) (1)

where σV M =

√
3
2σ : σ is the von Mises equivalent stress, σ is the Cauchy stress tensor, p is the equivalent plastic

strain, ṗ is the equivalent plastic strain rate andσ f is the flow stress. The flow stress is modelled with a work-hardening
based on the two-term Voce equation [38] with a multiplicative visco-plasticity part as in [39], and is expressed as

σ f =

[
σ0 +

2∑
i=1

Qi

(
1 − exp

(
−
θi

Qi
p
)) ] (

1 +
ṗ
ṗ0

)C

. (2)

Herein, σ0 is the yield stress, θi are the initial hardening moduli, Qi are the hardening saturation values, while ṗ0 and
C are parameters controlling the strain-rate sensitivity.

The steel pipes fractured in a slant through-thickness mode running at 75–200 m s−1 [8]. This fracture mode is a
result of shear-banding which occurs over a length scale of 10–100 µm and cannot be captured in a numerical model
unless a very dense mesh is applied in combination with material softening [40, 41]. However, previous studies
indicate that a good engineering representation of the fracture resistance can be achieved as long as the local necking
is properly captured in the numerical model [36, 42]. In this study, fracture propagation is modelled by means of
the element deletion method; as a fracture criterion is met in one integration point, the element lose its load-carrying
capacity. The RDF is thus modelled as a sequence of fracture initiations in the eroded elements. To predict fracture
initiation, the Cockcroft-Latham (CL) ductile-fracture criterion [43] is applied. The CL fracture criterion predicts
onset of fracture when the major principal stress integrated over the equivalent plastic strain path reaches a critical
value, i.e.

Wc =

∫ p f

0
〈σI〉dp, 〈σI〉 = max(σI , 0). (3)

Here σI is the major principal stress, p f is the equivalent plastic strain at fracture and Wc is a material parameter.
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3.1.2. Calibration of material model for test pipelines
The material parameters used in the material model, defined by Eqs. (1)–(3), are usually calibrated from a set

of quasi-static and dynamic tensile tests. For more details on the calibration procedure, see e.g. [29]. However, the
information available about the steel materials in the experiments considered here is limited to the yield stress, the
ultimate tensile stress and the Charpy V-notch values [8], see Table 2. These parameters are the ones customarily
reported from RDF experiments, but they are not sufficient for a straightforward calibration of the material model
used here. Thus, a three step process was established in order to carry out the calibration based on the limited material
data set:

1. Determine the two parameters of a power-law work hardening model from the reported yield and ultimate
stresses, by employing the empirical methods presented by Liessem et al. [44] and Lu et al. [45], and then fit
the Voce model (Eq. (2)) to the power-law work hardening model.

2. Determine the CL fracture parameter for solid elements by inverse modelling of the Charpy test.
3. Establish the fracture parameter for shell elements with the relevant length scale from simulations of a virtual

tensile test.

Since the method for establishing work hardening [44, 45] does not account for viscoplasticity, the strain-rate para-
meters were assumed to be the same as the ones presented for an X65 material [29], i.e. C=0.015 and ṗ0 = 0.011 s−1.
It is emphasized that step 1 in the calibration process is related to the work hardening of the material, while step 2
and step 3 are related to the ductile fracture modelling of the material. The ductile fracture model is first calibrated
for small-sized (0.3 mm) solid elements in step 2, since shell elements are not able to properly capture the geometry
of the small-sized Charpy specimen. However, the material model is to be used in simulations of steel pipes which
are discretized by relatively large (25 mm) shell elements, thus step 3 is introduced in order to transfer the calibrated
fracture parameter from a small length scale to a larger length scale. In the following, details of the three steps in the
calibration process are given.

Work hardening. Following [44], we can express the flow stress (σ f ) and work hardening of the steel pipe material
by the Hollomon equation as

σ f = Apn, (4)

where A and n are the parameters to be calibrated. Based on the empirical relationships given by Liessem et al. [44]
for X56, X60, X65, X70 and X100 steels, n can be estimated from the engineering yield stress, sy, and the engineering
ultimate stress, su, as

su

sy
= (1 + ey)

(
n

ẽey

)n

. (5)

Here ẽ is the Euler number and ey is the engineering strain at yielding. Lu et al. [45] found that by letting ey = 0.005,
an explicit expression of n can be obtained by approximating Eq. (5) as

n =

2∑
i=1

ai

[
ln

(
2 −

sy

su

)]bi

, (6)

where a1 = 0.1507, a2 = 0.5745, b1 = 0.4607 and b2 = 1.6099. When n is determined from Eq. (6), the Hollomon
coefficient, A, can be calculated as [45]

A = su

( ẽ
n

)n
. (7)

The resulting Hollomon work hardening parameters for the materials in the present study are given in Table 3. Since
the flow stress in our numerical model is based on Eq. (2), a least-squares minimization was conducted to find the
yield stress σ0, and the Voce work hardening parameters, θi and Qi. The reference curve for the minimization was the
derived Hollomon work hardening curve in the interval 0 < p < 1.5, and a constraint was included so that the Voce
and Hollomon work hardening curves predicted the same strain at diffuse necking (p = n). The resulting yield stress
and Voce work hardening values are presented in Table 3, while Figure 2a shows that the Hollomon and Voce models
are coherent in predicting the true stress-strain curves. It can be seen from Figure 2a that MAT4 and MAT5 display a
higher level of flow stress than MAT1–MAT3, which again display a somewhat higher flow stress than MAT6.
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Table 3: Hollomon and Voce work hardening parameters for steel pipe materials.

Test Mat. ID A (MPa) n (−) σ0 (MPa) θ1 (MPa) Q1 (MPa) θ2 (MPa) Q2 (MPa)

1 MAT1 800.1 0.076 539.0 3130.6 119.8 280.3 175.5

2 MAT2 787.0 0.088 498.2 3159.4 132.7 300.7 198.5
MAT3 776.4 0.078 516.5 3065.5 119.4 277.1 175.2

3
MAT4 881.2 0.100 526.1 3563.4 162.2 362.6 250.6
MAT5 881.0 0.093 544.7 3525.2 154.0 347.0 234.2
MAT6 753.3 0.094 465.3 3071.0 133.7 299.9 202.1
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Figure 2: (a) Predicted work hardening for MAT1–MAT6. The lines represent the Voce model, while the dots represent the Hollomon model. (b)
The plane-stress Cockcroft-Latham fracture loci as calibrated for shell elements in the σ∗–p f space. The stress states corresponding to uniaxial
tension (UT), plane-strain tension (PST) and equi-biaxial tension (EBT) are marked with dashed lines.
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Table 4: Cockcroft-Latham fracture parameter for solid (W solid
c ) and shell elements (W shell

c ) (MPa).

Material MAT1 MAT2 MAT3 MAT4 MAT5 MAT6

W solid
c 1210 1105 1150 1220 1155 1825

W shell
c 614 579 597 652 635 746

Fracture model for solid elements. The CL fracture parameter for solid elements, W solid
c , for each of the six materials,

was identified from simulations of the Charpy test. None of the experimentally obtained Charpy tests experienced
complete fracture [8], thus the CVN values in Table 2 are influenced by energy dissipated due to friction between the
Charpy specimen and the testing apparatus. Cosham et al. [8] reported that 100% of the fracture zone in all Charpy
tests was of a shear type, i.e., the fracture occurred due to microvoid nucleation, growth and coalescence and not brittle
cleavage. This implies that plastic deformation during the Charpy tests took place in a large region of the specimen,
thus a ductile fracture criterion is appropriate in terms of fracture modelling of the Charpy tests. The finite-element
models of the Charpy tests were based on the in-plane geometry shown in Figure 3a and a full size Charpy specimen
thickness of 10 mm. In order to reduce the computational time in the numerical models, two symmetry planes were
applied; one in the thickness direction and one in the longitudinal direction of the specimen as indicated in Figure
3b. The specimen was supported by a cylinder (green part in Figure 3b) with a diameter of 2.5 mm, while the striker
had a cylindrical shape with a diameter of 6.4 mm (blue part in Figure 3b). The striker impacted the sample at its
centre with a velocity of 5.5 m/s. The mass of the striker was adjusted so that the impacting energy of the striker
was equal to the impact energy in the corresponding Charpy experiments, that is 300 J for MAT1–MAT3, and 750 J
for MAT4–MAT6 [8]. The simulations of the Charpy tests were run in the explicit solver of LS-DYNA [35], with
the viscoplastic constitutive model presented in Section 3.1.1 and the Voce work hardening parameters from Table 3.
A rigid body formulation was used for the material of the striker and the support. The specimen, the support and
the striker were discretized by hexahedral elements (LS-DYNA type −1), and the characteristic element size in the
region where fracture occurred was 0.3 mm. Fracture was included by the element erosion technique based on the
CL fracture criterion. The support-specimen and the striker-specimen contact had a surface-to-surface formulation
with a Coulomb static friction coefficient of 0.60. The friction had an exponential decay for increasing relative
velocity between the contact surfaces, which saturated at a dynamic friction coefficient of 0.18. The exponential
decay coefficient was set to 0.023. The parameters in the friction model were determined from experimental tests
carried out at different sliding velocities between a X65 steel and a steel of similar hardness as the striker. The only
parameter that was varied in the inverse modelling process for each material was W solid

c . For each material, the inverse
modelling process was stopped when the numerical Charpy V-notch value differed less than 1 J from the experimental
value in Table 2. As in the experiments, none of the Charpy simulations experienced complete fracture. Notably,
the Charpy simulations with MAT1–MAT5 displayed a larger sensitivity to W solid

c than MAT6. This may be a result
of the relatively large amount of energy dissipated through friction in the Charpy test of MAT6. In conclusion, the
inverse modelling method for calibrating the ductile fracture criterion from simulated Charpy tests, is likely to be
more accurate for the materials MAT1–MAT5 than for the very-high-toughness material MAT6. The resulting values
of W solid

c are given in Table 4, while Figure 3c shows the force-displacement curves from the Charpy test simulations.
A validation based on the force-displacement curves from the Charpy test reported in [8] is not possible as

these tests were only instrumented for measuring energy absorption. However, Cosham et al. [46] presented force-
displacement curves from Charpy tests conducted on similar materials. Experimental force-displacement curves from
tests having CVN values of 148 J, 238 J and 338 J (taken from Figure 3 in [46]) are given in Figure 3c together with
the simulated force-displacement curves from the present study. As shown, the simulated force-displacement curves
for MAT1-MAT5 (having CVN values between 184 J and 201 J) fall between the selected experimental curves with
CVN values of 148 J and 238 J, while the simulated curve for MAT6 (with CVN equal to 342 J) agrees well with the
experimental curve having a CVN value of 338 J. The results indicate that the simulated Charpy tests are representat-
ive.

Fracture model for shell elements. In order to establish a fracture parameter corresponding to the relevant length
scales in the RDF simulations, a set of simulations of quasi-static uniaxial tension tests was carried out. These
simulations were conducted with the implicit solver Abaqus/Standard v6.14 [47] applying the visco-plastic hardening
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Figure 3: (a) In-plane geometry of numerical Charpy model, (b) boundary conditions of numerical Charpy model, and (c) force-displacement curves
from the simulated Charpy tests and three curves from experimental Charpy tests taken from [46] (the total absorbed energy in the experimental
curves is noted in the legend).
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Figure 4: Virtual uniaxial tensile test. (a) In-plane geometry, (b) in-plane mesh, in-plane symmetry planes and prescribed loading and (c) position
where the displacement was collected for single-shell-element simulation.

model presented in Section 3.1.1 with the Voce hardening parameters from Table 3 and the W solid
c values from Table 4.

The geometry of the tensile test was adopted from ASTM E8/E8M-15. One quarter of the in-plane geometry is shown
in Figure 4a. The thickness of the specimen was set to 25.4 mm. Three symmetry planes were used in the numerical
model. Two of these are shown in Figure 4b while the third is in the through-thickness direction. A prescribed velocity
v = 0.225 mm s−1 was applied on the nodes at the end of the specimen, see Figure 4b. This loading gave a strain rate
of 0.002 s−1 before necking in the gauge zone. The region exposed to necking was discretized with selectively reduced
hexahedral elements. Seven solid elements were used in the thickness direction and the elements had a near cubic
shape in the region exposed to diffuse necking. The time at onset of fracture, t f was defined as the instant when
W solid

c occurred in one Gauss point. For each material, a second simulation was conducted on an initially square shell
element with initial side lengths of 12.5 mm and initial thickness of 25.4 mm. The shell element model had the same
plasticity formulation as their corresponding solid element models. The displacement, u(t) for 0 ≤ t ≤ t f , of a point
positioned initially 6.25 mm in the longitudinal direction from the centre of each solid element model was collected
and applied to produce a uniaxial loading in the corresponding shell element model, see Figure 4c. From the shell
element model a new value W shell

c was established by conducting the integration in Eq. (3). The W shell
c values that were

obtained – and that were later used as fracture criterion in the coupled simulations – are shown in Table 4.

3.1.3. Ductile fracture and the Cockcroft-Latham criterion
Ductile fracture is the result of nucleation, growth and coalescence of microvoids during plastic deformation,

[48, 49]. For increased levels of pressure, the growth of microvoids inside the material is detained. This results in
increased material ductility and the material can undergo larger plastic deformation before a new fracture surface is
created. The pressure acting on the material can be expressed by the stress triaxiality, σ∗, which is defined as

σ∗ =
σm

σV M
, (8)

where σm = trσ/3 is the mean stress. Over the last decade, increased attention has been given to the effect of the
deviatoric stress state on the ductility of metallic materials in the range of low stress triaxiality σ∗ < 1, e.g. [50–
52]. For instance, many steels display higher ductility in equi-biaxial tension (σ∗ = 2/3) than in plane-strain tension
(σ∗ =

√
3/3), see e.g. [53–55]. The increased ductility with higher triaxiality, as seen when comparing plane-strain

with equi-biaxial tension, may be attributed to the difference in the deviatoric stress state, which can be represented by
the Lode parameter, µ. The Lode parameter gives a normalized measure of the position of the intermediate principal
stress between the major and minor stresses, and is expressed as

µ =
2σII − σI − σIII

σI − σIII
, (9)
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where σI ≥ σII ≥ σIII are the ordered principal stresses.
The material ductility, p f , as estimated by the Cockcroft-Latham criterion, can be expressed explicitly as a function

of the stress state. In order to derive such an expression, a relation between σV M and σI must be established. One
possibility is

σI =

σ∗√3 + µ2 + 3 − µ

3
√

3 + µ2

σV M . (10)

By invoking a strain-rate sensitive Hollomon hardening law, i.e.

σ f = Apn
(
1 +

ṗ
ṗ0

)C

, (11)

and assuming proportional loading, we can explicitly express the influence of the stress measures σ∗ and µ, as well as
the strain rate ṗ, on the CL fracture criterion by combining Eqs. (3), (10) and (11) as

p f =

Wc

A
3
√

3 + µ2

σ∗
√

3 + µ2 + 3 − µ

n + 1
(1 + ṗ/ṗ0)C


1

n+1

. (12)

In the case of plane stress, which is the case for shell elements, a one-to-one relation exists between σ∗ and µ [55], thus
p f can be expressed as a function of σ∗ (or µ) alone. Figure 2b visualizes the Cockcroft-Latham fracture criterion
as calibrated for shell elements in the σ∗–p f space following Eq. (12) under quasi-static loading ( ṗ = 0.001 s−1).
Notably MAT1–MAT5 display an almost identical ductility while MAT6 displays a more ductile behaviour. This is in
accordance with the experimentally measured Charpy V-notch values for the materials in Table 2. As can be seen from
Figure 2b, the CL criterion predicts a lower ductility in plane-strain tension (PST) than in uniaxial tension (UT) and
equi-biaxial tension (EBT). For compression stress states (σ∗ < 0), the ductility increases and eventually approaches
infinity at σ∗ = −1/3.

3.2. Fluid model
3.2.1. Flow model

The fluid flow inside the pipe and out of the pipe is described using a homogeneous equilibrium model (HEM).
Herein, the flow is assumed to be one-dimensional and in kinetic, mechanical, thermal and chemical equilibrium.
The flow model is solved by an explicit finite-volume scheme using a Courant-Friedrich-Lewy (CFL) condition for
compressible flow with a CFL number of 0.9. Details may be found in [3].

In fact, the current flow model can be regarded as two coupled 1D flow models: one along the pipe and one out of
the pipe in the radial direction. In each pipe cross section, the pressure load on the pipe is estimated taking the shape
of the opening pipe flaps into consideration, in effect being a quasi 2D model. The fluid-structure interaction scheme
is further addressed in Section 3.3.

3.2.2. Thermodynamics
Pure CO2. Test 1 and 2 are conducted with pure CO2, and the Span–Wagner EOS [56] is the best suited model under
the full equilibrium assumption. To solve the energy–density flash stemming from the flow equations, the approach
of Giljarhus et al. [30] and Hammer et al. [31] is applied.

CO2–N2 mixture. In order to describe the Test 3 mixture containing 87.5 % CO2 and 12.5 % N2, the Peng–Robinson
EOS [57] is used to model vapour and liquid phases. The approach for solving the energy–density flash is described
in [58]. For the following coupled-model calculations, the appearance of solid phases is ignored.

It is possible to extend the fluid description with an auxillary model for dry ice, the Gibbs free energy model of
Jäger and Span [59]. With this approach, the full phase behaviour is seen in Figure 5. The figures show the different
phase regions, and the solid–liquid–vapour co-exsistence line in the temperature–pressure space. In the entropy–
pressure space, the co-exsistence line becomes an area. Two critical points are also seen.

Figure 6 shows the ideal full-bore depressurization behaviour from the Test 3 conditions. The saturation pressure
is predicted to be 90.0 bar. From the depressurization velocity plotted in Figure 6b, it can be seen that the fluid chokes
at about 43.5 bar.
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Figure 5: Phase diagrams for the 87.5 % CO2–12.5 % N2 mixture. The Peng-Robinson EOS is used to model the fluid phases, and the Gibbs free
energy model of Jäger and Span [59] is used to model dry ice. Two critical points are present.
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Figure 6: Ideal depressurization behaviour plotted for the 87.5 % CO2–12.5 % N2 mixture. The Peng-Robinson EOS is used to model the fluid
phases, and the Gibbs free energy model of Jäger and Span [59] is used to model dry ice.
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In general, different impurities may give different phase envelopes and hence equilibrium pressures, and also
different speeds of sound, densities, etc. Hence the whole flow field and load on the pipe will vary with varying
CO2-mixture composition. As an illustration, in [58], different mixture compositions were considered for the case of
a full-bore rupture of a pipe (but no propagating fracture).

3.3. The fluid-structure coupling

A running-ductile fracture in a pipeline represents a problem where the boundary conditions for the fluid flow de-
pend on the structure, and the response of the structure and crack-driving force are determined by the fluid behaviour.
A detailed description of the fluid-structure interactio (FSI) coupling scheme used in the model is presented in [3],
and a brief overview of the method will be given in the following.

The equations governing the fluid flow and the response of the structure are treated as two computational fields
and solved separately. The coupling between the solved equations are used explicitly to communicate information
between the fluid and structure solutions. This is called a partitioned approach to FSI [60]. A non-conforming mesh
method is applied. In this way, meshes that do not overlap can be employed. However, in all simulations presented
here the number of fluid cells and elements in the axial pipe direction are equal.

In several studies, a strong circumferential variation in the pressure on the opening fracture flaps have been found
[23, 61–63]. O’Donoghue et al. [61] observed more than 50% reduction in pressure from the bottom of the pipe
to the top of the pipe just 2 to 5 ms after the RDF had passed the axial location of the pressure sensors. Since the
pressure from the CO2 acting on the flaring pipe walls is the main crack-driving force for the RDF, it is important
that the circumferential variation of the pressure is represented in a proper way. The one-dimensional fluid model
calculates two pressures at each axial computational cell: the cross-sectional average pressure p, and the escape
pressure pe. The latter represents the pressure at the opening. For the fluid behaviour ahead of the propagating crack
tip, where no circumferential variation in pressure is observed experimentally [61–63], the average pressure, p, is
applied to all elements corresponding to each fluid computational cell in the structure model. Behind the crack tip, we
model the circumferential pressure variation using a pressure-profile reconstruction as described in [3], based on the
assumption of quasi-steady isentropic compressible Bernoulli flow. This reconstructed pressure provides an improved
load estimate with respect to the cross-sectional average pressure.

In addition to the forces exerted on the pipe by the internal fluid, external forces from the backfill will act on the
pipe and absorb kinetic energy from the rapidly opening pipe. Interaction will also take place between the escaping
fluid and the backfill, but this is not included in the model.

3.4. The structure-backfill coupling and backfill representation

When pipelines are buried in soil [16, 64, 65] or surrounded by water [66, 67], the presence of backfill slows down
the speed of the RDF and decreases the required ductility of the steel to arrest the fracture [66, 67]. In [3] a brief
review of backfill effects on RDF was given. In the following, a description of the modelling approach for backfill is
presented.

In this paper, we have chosen to represent backfill using the smoothed particle hydrodynamics (SPH) method.
SPH is a mesh-free Lagrangian method, that is well suited to describe granular materials under large deformations,
see [68]. The backfill was discretized by SPH particles with a nodal distance of 100 mm. Test 1 was trenched to a
depth of 1.0 m apart from the last 1.0 m at the boundary which was fully buried, while Tests 2 and 3 were fully buried.
An illustration of the backfill geometry is shown in Figure 7. The model of Test 1 had 182000 SPH particles, while the
models of Tests 2 and 3 had 206000 and 277000 SPH particles, respectively. The contact between the SPH particles
and the pipeline shell elements was modelled with a node-to-surface method, and a velocity independent coefficient
of friction of 0.4. A soft constraint formulation, with a scale factor of 0.1 for the constraint forces during contact, was
used. With the soft constraint option, the interface stiffness is based on the nodal mass and the global time step size.

From interpretation of the pictures in [8], the backfill materials in Tests 1 and 3 were assumed to be clay, while
the backfill material in Test 2 was assumed to be silt. The plastic behaviour of the backfill materials was described by
the Mohr–Coulomb (MC) model. The yield surface of the MC model is given by

τmax = C + σn · tan φ, (13)
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Figure 7: The geometry of the SPH backfill representation in Test 1 (top) and Tests 2 and 3 (bottom).
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Table 5: Parameters used for the backfill materials. Tests 1 and 3 correspond to clay and Test 2 corresponds to silt. G is the elastic shear modulus,
ν is Poisson’s ratio, φ is the friction angle, C is the cohesion and ψ is the dilatation angle.

Test Density (kg m−3) G (MPa) ν φ (deg) C (kPa) ψ (deg)

1 and 3 1900 14.8 0.35 25 8.0 0.0
2 1750 3.8 0.30 35 2.0 5.0

where τmax is the maximum shear stress on any plane, σn is the normal stress on that plane and is positive in compres-
sion, C is the cohesion and φ is the angle of internal friction. The increment in equivalent plastic strain tensor, d p, is
calculated as

d p = dλ
∂g
∂σ

, (14)

where dλ is the incremental plastic multiplier, and g is the plastic flow potential of the MC model given by

g(σI , σIII) =
1 + sin(ψ)
1 − sin(ψ)

σI − σIII + K, (15)

where σI and σIII are the maximum and minimum principal stresses, respectively, ψ is the dilatation angle and K
is a constant. The material parameters used in the MC model are taken as typical values for clay and silt [69]. The
parameters are given in Table 5. The elastic shear modulus, the friction angle and the dilatation angle are assumed
independent of plastic straining.

4. Results and discussion

4.1. Crack propagation and pressure along the pipe
Tests 1–3 (see Table 1) were simulated with the described coupled fluid-structure model. The experimentally

measured crack velocities, the final crack lengths and the pressure at various axial positions [8] were compared with
those obtained from the simulations. The experimental pressure and fracture velocity data points from the West-
Jefferson tests were extracted digitally from Figures 12 and 13 in [8]. However, the fracture velocity of Test 3 in
the West direction is not included here due to an ambiguous measurement in the experiment [8]. The experimental
and simulation results in each direction of crack growth, West and East, were considered separately for each test. In
all simulations, symmetry boundary conditions were enforced on one side of the model, representing the boundary
between East and West. Thus, it was assumed that there were no interactions between the two directions. In Test 1,
the material properties of the steel pipe and the boundary conditions were identical in the East and West directions,
thus only one simulation was run for this test. For Tests 2 and 3, the material properties of the steel pipe in the East
and West directions differed, so one simulation was run for each direction. The grid size for the fluid model was
identical to the size of the elements along the pipe axis, i.e. about 25 mm. The simulated and experimental results are
compared in Figure 8. Based on the assumptions for the steel and backfill material properties described in Section
3, the simulated crack velocities, final crack length, and pressure at various axial positions [8] are generally in good
agreement with those obtained in the experiments.

In Test 1, the crack propagated approximately 1.0 m before it rang off and arrested at the bottom of the pipe. A
very similar crack path was observed in both directions. The total length of the crack path in one direction, including
ring-off, is estimated to be 2.4 m based on Figure 15 in [8]. The simulation model predicted crack arrest after 3.5 m
propagation in the longitudinal direction of the pipe. In the model, ring-off is not accounted for. Nevertheless,
the model captured the main feature of the crack propagation; the crack arrested shortly after initiation. From the
comparison between experimental and simulated pressure in Figure 8b, it can be observed that the pressure plateau is
overestimated by 5–10 bar by the model, though a more definite estimate is clouded by the noise in the experimental
data. The pressure decay from the initial pressure down to the pressure plateau seems to have a steeper gradient in the
experiments than in the simulations.

In Test 2, the crack propagated approximately 1.3 m in both directions before it rang off. The opening angle
of the flap in this test was not as large as in Test 1, and the total crack length in each direction is estimated to be
approximately 1.8 m based on Figure 16 in [8]. In the simulations, the crack length in both directions was about
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1.8 m, but again, since the numerical model does not take ring-off into account, the simulation overestimated the
longitudinal component of the crack path, in this case by approximately 0.5 m. In Tests 1 and 2, due to the absence of
timing wires in the first 0.25 m of propagation, the initial fracture velocity is unknown. However, from the measured
results in Figure 8c, it cannot be ruled out that the initial fracture velocity in the first 0.25 m was higher than the
maximum velocity measured, i.e., 50–60 m s−1. Thus the agreement between the model and the experiment is deemed
to be good. As in Test 1, the pressure plateau was slightly overpredicted by the model.

In Test 3, the fracture-velocity readings in the West direction were disturbed in the experiment, but the overall
results indicated that the crack propagation was similar in both directions. Crack arrest took place after the fracture
had propagated, in both directions, through the test section (MAT4 and MAT5) and about 2.5 m into the high-toughness
end pipes (MAT6). In the simulations, the crack propagation was nearly identical in the East and West directions, and
the simulated fracture velocity was slightly lower than the experimentally measured velocity in the range 1–4 m. As
can be seen from Figure 8e, the crack-propagation velocity was significantly reduced when the crack passed from
MAT4 and MAT5 into MAT6. This is due to the more ductile behaviour of MAT6. An excellent agreement between
the simulations and the experiment was obtained for the pressure seen in Figure 8f. In particular, an almost perfect
match with the measured plateau pressure was obtained in the simulations. It is noted that a correction has been made
for ‘time zero’ in Figure 8f. Based on the speed of sound in the fluid at the initial condition (i.e. 430 m s−1) and the
distance from the edge of the cutter to the first pressure sensor, we found that the ‘time zero’ of Test 3 was 16 ms later
than what was reported in [8].

The experimental and simulated plateau pressures seen in Figure 8f are about 90 bar. This can be compared with
the ‘ideal’ plateau pressure seen in Figure 6b. It should be noted, however, that the simulated plateau pressure in
Figure 8f is a saturation pressure (see the phase diagram in Figure 6a) due to the equilibrium assumption, while
the measured plateau pressure is not necessarily an equilibrium pressure. The simulation in Figure 8f and the plot
in Figure 6b are generated using the Peng–Robinson EOS. The EOS-CG, which is expected to be more accurate,
yields a saturation pressure of 93.2 bar in this case, see Table 1. Thus, if we had implemented a more accurate EOS
in the coupled fluid-structure model, we would, paradoxically, have obtained a plateau pressure of 93.2 bar and a
larger deviation with the experimental results for Test 3. One way of reducing the simulated pressure could be to
take delayed nucleation into account. Such a non-equilibrium formulation would allow the pressure to go below the
saturation pressure during the first instants of the depressurization. This constitutes an interesting avenue for future
work.

The correspondence between experiments and simulation results shown in Figure 8 is a the result of a complex
interplay between various physical phenomena – and their modelling. To further improve the predictive capability of
the coupled fluid-structure model, each submodel has to be considered individually, since one cannot necessarily infer
from the comparison between crack-arrest experimental data and simulated results which submodel has the largest
uncertainty. For instance, the simulations of Test 1 and Test 2 to some extent overpredicted the plateau pressure. This
may stem from the structural side, i.a. the absence of the ring-off mode in the simulations, or it may be connected
to the modelling of the fluid flow. However, it should be noted that the uncertainties are not only in the numerical
modelling. This can be seen e.g. in Figure 8d where the measured pressure at 5.8 m on the East side (red dashed
line) and West side (red dotted line) are significantly different. This is despite the pipe properties being essentially
symmetric, which would imply symmetric pressure profiles.

In the following, we will discuss the effect of pressure reflections in a short pipe, and the stress and strain history
in the material along the crack path.

4.2. Impact of the pressure-wave reflection from the pipe end cap
Cosham et al. [8] pointed out that the crack arrest in Test 3 possibly was affected by the arrival of the reflected

pressure wave. Therefore, no conclusions were drawn regarding the required toughness for fracture arrest other than
that it should be similar to or larger than the toughness in MAT4 and MAT5. In order to assess this issue, a new
simulation of Test 3 East was run, where the fluid model was configured with non-reflecting (transmissive) boundary
conditions, emulating the fluid behaviour of an infinite pipe. The results are displayed in Figure 9. As shown in Figure
9a, the crack speed as a function of crack position is insensitive to the boundary conditions up to a crack position of
5.7 m. At this point, the reflected pressure wave reaches the crack tip in the ‘standard’ simulation. This can be seen
in Figure 9b, where the crack-tip pressures of the two simulations start to deviate at about 40 ms. In the standard
simulation, the pressure at the pipe walls behind the crack tip starts to decrease, which leads to lower crack velocity
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Figure 8: Comparison between experimental and simulation results.
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and eventually arrest. In the simulation with a non-reflecting boundary, the crack propagates further and eventually
tears the whole pipe in two.

As can be seen from Figure 9a, the crack speed is steadily decreasing during the last part of the propagation
in both cases, thus a longer pipe with MAT6 might have been able to arrest the RDF. In the full-scale experiments
presented by Cosham et al. [9], crack arrest was observed in pipes with similar toughness as MAT6. However, the
plateau pressure, and so the crack-driving force in these tests, were somewhat lower than in the West-Jefferson Test
3. In conclusion, the toughness needed to arrest a crack under the conditions in Test 3 is not entirely clear from this
numerical study, but the crack arrest observed at around 7 m in the West-Jefferson experiments (Test 3 East and Test
3 West) is likely to be a result of the reflected pressure wave.

The effect of the boundary conditions on the pressure wave is further illustrated in Figure 9c. Here we consider
a full-bore depressurization from the left-hand end of a pipe without a propagating crack. In case of non-reflecting
(NR) boundary conditions, the rarefaction wave is simply propagating to the right. For the reflecting (R) boundary
conditions, the rarefaction wave is reflected at the pipe end cap at the right-hand side and it then travels to the left. As
a result of this, the pressure-plateau level is reduced from 90.0 bar to 76.5 bar. It is this effect that gives the reduced
load on the pipe illustrated in Figure 9b.

4.3. Deformation state prior to fracture

In order to understand the mechanical and material mechanisms at play during an RDF, a detailed analysis of the
events that eventually lead to fracture is done in the following. Particular attention is put on local plastic deformation,
and the stress state of the material in front of the moving crack tip prior to fracture.

The elements along the crack path had a very similar deformation mode in all simulations. In the following,
the deformation of elements along the crack path in the model of Test 3 in East direction is presented. Figure 10a
shows the initial rectangular geometry of all elements along the crack path, while Figures 10b and 10c show the
deformed geometry at the time step before the element is deleted in selected elements along the crack path in MAT5
and MAT6, respectively. For both materials, because of the hoop stress, almost all deformation occurs in the in-
plane transverse (circumferential) direction; the elongation in the crack-path direction is approximately 9%, while the
average elongation in the in-plane transverse direction is 59% and 88% for MAT5 and MAT6, respectively. For the
elements in the crack path, this implies a state of stress near plane-strain tension in the crack-path direction.

As can be seen from Figures 10b and 10c, the in-plane area of the elements is significantly increased during plastic
deformation. Since the plastic deformation is assumed to be purely deviatoric, the thickness at fracture is reduced to
approximately 14.6 mm for MAT5 and 12.4 mm for MAT6. In contrast to a solid element, the deformation in the
thickness direction of a shell element is not constrained by its neighbouring elements. Thus, a shell-element mesh
will predict the local necking phenomenon over a length scale corresponding to the in-plane size of the element. In
the RDF simulations, a near plane-strain condition prevails in the crack-path direction, and so the size of the shell
element in the in-plane transverse direction is the most significant part in the spatial discretization. If we assume that
the local neck occurs over a width corresponding to the initial thickness, i.e. 25.4 mm, an initial element width of
approximately half the thickness is appropriate to capture the local neck – because of an average elongation between
59% and 88% – within one element for these materials, see Figures 10b and 10c. By letting the element size be
approximately equal to the thickness of the pipe in the longitudinal direction, we obtain an in-plane aspect ratio of the
element at fracture that is close to unity.

The time histories of the equivalent plastic strain and the equivalent plastic strain rate were collected from selected
elements along the crack path. The selected elements are positioned 0 mm, 50 mm and 4.66 m from the crack tip at
the initiation of simulation step 2, i.e. RDF. The material of the former two elements is MAT5, while the material of
the latter element is MAT6. Figure 11a shows the equivalent plastic strain versus time (p–t) curve from the selected
elements. Note that the quasi-static (due to implicit analysis) loading step (step 1) was conducted over the first 6 ms,
thus the elements closest to the crack tip were deformed immediately at the beginning of step 2, while the RDF
took approximately 35 ms to reach the element located 4.66 m from the crack tip. Further, Figure 11a shows that the
equivalent plastic strain at fracture in MAT5 is approximately 0.65, while it is approximately 0.85 in MAT6. Figure
11b shows the equivalent plastic strain rate versus time curve (ṗ–t) for the three elements. The strain rate of the
element located closest to the initial crack tip peaks at approximately 1100 s−1, while the element located 50 mm from
the crack tip reaches a maximum ṗ of approximately 1750 s−1. The discrepancy of the maximum ṗ value in these
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Figure 9: Test 3. Simulation of the effect of the pipe end cap on the running-ductile fracture using reflecting and non-reflecting boundary conditions.
The pressure reflection of a short pipe gives a reduced pressure load.
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Figure 10: Shape of representative elements along crack path in simulation of Test 3 East. The initial in-plane geometry is shown in (a), while the
deformed shape at the instant before element erosion is shown for MAT5 in (b) and for MAT6 in (c).
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Figure 11: Time histories of (a) equivalent plastic strain, p, and (b) equivalent plastic strain rate, ṗ, from selected elements along the crack path in
Test 3 East. The elements are located 0 mm, 50 mm and 4.66 m from the initial crack.

two elements may be related to inertia effects at the initiation of the crack propagation. The maximum ṗ value in the
element located 4.66 m from the crack tip is approximately 1400 s−1. The strain rate in the elements is related to the
speed of the RDF, which is lower in MAT6 than in MAT5. The elements located 50 mm and 4.66 m from the crack tip
display a sudden increase in strain rate approximately 1 ms after onset of plastic deformation. This sudden increase in
strain rate is likely to stem from onset of local necking in the elements.

In order to assess the stress state in the pipe prior to fracture, the histories of stress triaxiality, σ∗, Lode parameter,
µ, and equivalent plastic strain, p, were collected from the selected elements along the crack path of Test 3 East. The
results in terms of σ∗–p and µ–p curves are displayed in Figure 12. As can be seen from Figure 12, the element
located at the crack tip (0 mm) has a stress state close to plane strain tension (σ∗ =

√
3/3, µ = 0) during the whole

deformation history prior to fracture, while the other two elements start to deform in near equi-biaxial stress (σ∗ =

2/3, µ = 1) before they gradually move into a stress-state near plane-strain tension. Thus, the elongation in the crack-
path direction observed in Figure 10b and Figure 10c occurs at the beginning of the plastic deformation. Eventually,
onset of local necking drives all in-plane deformation in the transverse direction of the crack path and the element is
deformed in a state of plane-strain tension. The CL fracture loci for MAT5 and MAT6 as estimated from Eq. (12)
under the assumption of a strain rate of ṗ = 1000 s−1 are shown in Figure 12a. The predicted fracture strain from
Eq. (12) assumes proportional loading, but it is in good agreement with the results from the numerical model. It is
noted that the CL fracture strain estimated by Eq. (12) is proportional to (1 + ṗ/ṗ0)−C/(n+1), thus, if the strain rate is
changed from ṗ = 0.001 s−1 to ṗ = 1000 s−1, the fracture strain in the CL model is lowered by a factor of 0.86 for
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Figure 12: Stress and strain histories from elements along the crack path in Test 3 East. The elements are located 0 mm, 50 mm and 4.66 m from
the initial crack. The two elements closest to the crack tip belong to MAT5, while the third element comes from MAT6. (a) Histories of equivalent
plastic strain, p, as a function of stress triaxiality, σ∗ and the CL loci for MAT5 and MAT6 following Eq. (12) assuming ṗ = 1000 s−1. (b) Histories
of equivalent plastic strain, p as function of Lode parameter, µ.

MAT5 and MAT6. Considering the large strain rates at hand in the elements along the crack path, a significant change
of temperature is expected. However, adiabatic heating will reduce the strength of the material and at the same time
increase the ductility. Thus, the total effect of adiabatic heating on the RDF velocity is not clear.

The above analysis shows that large plastic deformation is reached in the material in front of the crack tip prior
to onset of fracture. Moreover, the stress state of the material near the crack tip is dominated by plane-strain tension
before fracture occurs, independent of the crack velocity or material properties. This implies that in RDF modelling,
a fracture criterion accounting for a large range of stress states is not necessary; a fracture criterion which is valid for
plane-strain tension is sufficient. However, the effect of strain rate and adiabatic heating may influence the predicted
results, and will be studied in future work. Finally, this analysis justifies the choice made regarding the size of the
elements where fracture propagates.

5. Conclusion

In this work, we have considered a coupled fluid-structure model whose predictions of running-ductile fracture can
help obtaining fracture-propagation control in CO2-transport pipelines. The fluid flow inside the pipe, and out of the
pipe through the fracture, is computed using a one-dimensional homogeneous equilibrium model. The thermodynamic
properties of pure CO2 are calculated with the Span–Wagner equation of state (EOS), while those of CO2-rich mixtures
are calculated using the Peng–Robinson EOS. The backfill, i.e. the soil material surrounding the pipe, is modelled by
SPH particles employing the Mohr-Coulomb constitutive model. The pipe is represented by shell elements with an
in-plane size close to the thickness of the pipe. The steel is described by the visco-plastic J2 constitutive equation
and the Cockroft–Latham fracture criterion. Due to limited available experimental material data, a novel calibration
procedure is developed to determine the work-hardening and ductility of the steel pipes. The procedure is based on
existing empirical methods and reverse modelling.

Coupled-model predictions have been compared with experimental data for three reduced-length (West-Jefferson
type) crack-arrest experiments with modern high-toughness pipes. Two of the tests were done with pure CO2 and one
with a CO2-N2 mixture. All pipes were of grade X65, 914 mm (36”) diameter, wall thickness 25.4 mm and Charpy
energies in the range 180–340 J. Good agreement between model predictions and experimental data was observed for
the pressure along the pipes. The crack velocities were overestimated in the tests done with pure CO2 while very good
agreement was obtained for the third test with a CO2-N2 mixture. The model gave conservative estimates of the final
arrested fracture lengths in all three tests.
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The effect of the pipe end cap was simulated for the third test. The results indicate that the reflected pressure wave
from the end cap represents a significant pressure drop, which is likely to have contributed to the crack arrest observed
in the experiment.

A detailed analysis of the local plastic deformation in front of the crack tip was carried out. It was found that the
stress state of the material was dominated by plane-strain tension before fracture occurred, implying that a fracture
criterion which is valid for plane-strain tension is sufficient for numerical RDF predictions.

Finally, it is our aim in the future to employ the present model framework to develop engineering tools for fracture-
propagation control in CO2-transport pipelines. We will also seek to obtain a better understanding of the ring-off

phenomenon and the plateau pressure.
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