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Abstract

We present a model framework for dynamic simulation of the flow of CO2 and other
components in an injection well coupled with a near-well reservoir. With a partitioned
approach, we employ numerical methods adapted to the governing equations in each
domain. In both the well and the reservoir, accurate thermodynamics are used. This
model can be used for various design and operational considerations for CO2-injection
wells, i.e., the quantification of pressure and temperature transients, and phase com-
position, including the appearance of a water-rich phase.

We study cases where the flow in the well and the near-well reservoir are dynam-
ically coupled. The rock properties are seen to strongly affect the well dynamics, both
regarding magnitude and transient evolution of the bottomhole pressure. We consider
a variation of this case where water is co-injected with CO2, showing that this is a
potential method to mitigate salt precipitation. We also consider intermittent injection,
representing the case of direct injection from ships transporting CO2. Finally, we ob-
serve that in the present cases, a coupled model (as opposed to a well-only model) is
necessary in order to capture the dynamics in the well during injection.
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Nomenclature

Latin letters
d Diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
e Specific internal energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

ê Total specific energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

f (Darcy) friction factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
fπ Fractional flow function, see (11) . . . . . . . . . . . . . . . . . . . . . . . . . 1
F Vector function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
F Friction force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−3

g Gravitational acceleration . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−2

h Specific enthalpy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

hi Heat-transfer coefficient, (5) . . . . . . . . . . . . . . . . . . . . . . W m−2 K−1

K Permeability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m2

kr Relative permeability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
ly Height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
m j Mass of component j per volume . . . . . . . . . . . . . . . . . . . . . kg m−3

ṁ Mass flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−2 s−1

P Pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa
Q Heat flux per volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . W m−3

r Radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
Re Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
s Skin factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
S Volume flow, see (13), (20) . . . . . . . . . . . . . . . . . . . . . . . . . m3 s−1

t Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
T Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K
u Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

U Vector of unknowns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
V Volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m3

w Darcy flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

x Spatial coordinate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
y Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
ȳ Elevation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
z Mass fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg kg−1

Greek letters
α Volume fraction (saturation) . . . . . . . . . . . . . . . . . . . . . . . . . m3 m−3

φ Porosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
γ Prefactor in (23) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m3 s−1 Pa−1

λ Mobility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s kg−1

Λ Well index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m3

µ Dynamic viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−1 s−1

Φ Coefficient in (4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
ρ (Mass) density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−3

% Mass flow rate per volume . . . . . . . . . . . . . . . . . . . . . . . . kg s−1 m−3

Subscripts
bg Background
c CO2
i Interfacial or inner
i Cell i
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j Component j
m Multiphase mixture
‖ Axial direction
π Phase π
R Reservoir
w Wall
w Water
wb Wellbore

Superscripts
n Time step n

Abbreviations
CCS CO2 capture & storage
CFL Courant–Friedrichs–Lewy
EOS Equation of state
ImPEM Implicit pressure explicit mass
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1. Introduction

For CO2 transport, pipelines are often cited as the most efficient alternative. How-
ever, CO2 transport by ship is being considered for CO2 sources close to the coast
and far from an offshore storage site. In the early phases of CCS deployment, trans-
ported CO2 quantities will be small, which makes ships the most cost-efficient means
of transport. Ship transport will also be flexible in the sense that new sources can
easily be added [see e.g. 1, 2]. For a ship-transport system, the arrival of ships may
lead to intermittent injection introducing dynamics in the receiving system, well and
reservoir, whereas in a pipeline system, the CO2 supply may vary due to varying pro-
duction. Such dynamics could have operational consequences and should be taken into
account by models describing the flow at the transport-storage interface. In addition,
possible processing at the injection site, well-flow dynamics [3], well integrity [4] and
the response of the CO2 storage reservoir need to be described. This requires good
knowledge of the relevant CO2-rich fluid properties, as well as the flow in the well and
coupling between well and near-well flow, the interaction of brine and CO2, etc. [5].

Commercial simulators for wells and pipelines are mainly validated for the flow
of oil and natural gas, with extensions existing for pure CO2 [6]. In a CCS context,
it is necessary also to consider impurities, since pure CO2 may not be optimal from
a whole-chain perspective. Here, the label ‘impurity’ encompasses all non-CO2 com-
ponents, and some examples are methane, hydrogen, nitrogen and water. The CO2
stream composition will be a function of the CO2 source, the capture process and the
purification and conditioning stages [7].

Small amounts of impurities are numerically more challenging to simulate than
large amounts, due to the resulting narrow phase envelope. CO2-brine mixtures consti-
tute a further challenge for the simulation of CO2-injection wells, because brine may
flow back from the reservoir into the well during shut-in or blow-down. The flow
model then needs to be able to handle two liquid phases, one CO2-rich and one brine-
rich, and possibly a CO2-rich gas phase, along with the two-way coupling between well
and near-well flow.

Even though normal operation may be virtually steady-state, dynamic situations
will occur during shut-in, start-up, changes in the operating conditions or different
undesired scenarios such as blow-out. The dynamics of the well flow is influenced
by the response of the surrounding reservoir. This needs to be taken into account
by applying appropriate boundary conditions at the wellbore perforation. Often the
boundary conditions are formulated assuming a constant far-field reservoir pressure
and permeability. In some cases, this could constitute too large a simplification.

An early contribution towards coupled wellbore–reservoir simulation was given by
Hadgu et al. [8], where the reservoir simulator TOUGH was coupled to the wellbore
simulator WFSA. The coupling was expressed through a productivity index relating
the wellbore and reservoir pressures. A three-dimensional two-phase model with con-
servation of mass and energy was considered in the reservoir, while a one-dimensional
steady-state thermodynamic equilibrium model was employed for the wellbore.

Pekot et al. [9] simulated CO2-injection wells and concluded that two-phase flow
should be considered as an operating possibility. Lu and Connell [10] presented a
one-dimensional quasi-steady-state model for fluid flow in non-isothermal wells. Their
approach was based on an averaged-flow model with the Peng and Robinson [11] equa-
tion of state (EOS), and with the further assumption that solubility of CO2 in the water
phase can be neglected. Flow in the reservoir was not considered, but injection into
the reservoir was modelled by a local productivity index. A transient model based on
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a drift-flux model formulation was presented by Lu and Connell [12]. Sacconi and
Mahgerefteh [13] simulated pressure and temperature transients for CO2 injection into
depleted natural-gas reservoirs. The outflow boundary condition was modelled by em-
ploying an empirical pressure-flow relationship.

A fully coupled (implicit) approach was developed by Livescu et al. [14] for a
general-purpose reservoir model with applications to heating as a technique for en-
hanced oil recovery. A one-dimensional drift-flux model based on Shi et al. [15] with
experimental data from Oddie et al. [16] was used to represent multi-phase flow in the
wellbore. The wellbore-reservoir coupling was modelled by a source term represented
by a well index. A black-oil formulation was employed, allowing for three compon-
ents and three fluid phases. Earlier contributions with simpler wellbore models can be
found in References [17–19].

A coupled simulator for CO2 leakage and injection for geologic carbon sequestra-
tion was developed by Pan et al. [20, 21], Pan and Oldenburg [22] (T2Well/ECO2N).
A standard multiphase Darcy flow model was used in the reservoir, while a one-
dimensional drift-flux model based on Shi et al. [15], Oddie et al. [16], was used to
model two-phase non-isothermal flow of CO2–water mixtures in the wellbore. The
models were integrated by assigning the wellbore and reservoir to two different sub-
domains, and using Darcy’s law to model the flow terms at the interface between the
perforated wellbore and the reservoir. This is in contrast to applying the deliverabil-
ity option (well index) considered by Hadgu et al. [8]. Through numerical examples,
Pan et al. [21] studied and discussed the validity of quasi-steady-state flow for real-
istic scenarios. Transient behaviour up to several hundred days was observed for a test
problem of CO2 injection into a depleted gas reservoir.

Feng et al. [23] studied a transient three-phase (gas-liquid-liquid) CO2-leakage
model, incorporating it into the T2Well code. The flow of CO2-H2O-NaCl was studied
in the wellbore, but transients in the reservoir were not considered. It was found that a
leakage of CO2 mixed with water and brine can lead to complex transient flow in the
well.

In [24] we considered single- and two-phase flow during blow-out and shut-in in
vertical CO2-injection wells. The flow was described by a one-dimensional two-fluid
model with a new formulation of the mass transfer between the two phases. In [4]
we studied the heat transfer through the different materials surrounding the vertical
pipe, and the resulting thermal stresses. For intermittent injection scenarios for direct
offshore ship offloading, we found that high thermal stresses could occur. Hence, either
a continuous injection scheme should be adopted, or suitable well materials should be
chosen.

In our previous work [4, 24], CO2 injection into the surrounding reservoir was mod-
elled by a constant injectivity index, but flow in the reservoir itself was not considered.
In this paper, we extend the previous approach by computing the varying reservoir
pressure and fluid mobility by solving a near-well flow model which is bi-directionally
and dynamically coupled to the flow model of the well. Further, we employ thermo-
dynamics models able to predict the occurrence of single-phase, two-phase gas-liquid
and three-phase gas-liquid-liquid states for CO2 with impurities including water. The
whole injection well is considered, allowing the inflow boundary conditions to be spe-
cified at the wellhead.

Using this coupled approach, we demonstrate that the dynamics in the well depend
strongly on the reservoir properties including porosity and permeability. We consider
one ‘open’ reservoir (permeability 3000 mDa and porosity 0.3) and one ‘tight’ reser-
voir (permeability 300 mDa and porosity 0.15) to highlight these effects. Further, we
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consider a case where a small amount of water is co-injected with the CO2, giving a
separate water-rich phase. Such a scenario may be of interest for mitigation of salt
precipitation. Finally, we employ our method to calculate several cycles of intermit-
tent CO2 injection, showing that the intermittency influences the form of the CO2-
propagation front and showing the different dynamics during shut-in and subsequent
re-start of injection.

2. Models

In the present work, we employ a partitioned approach [see e.g. 25], in which the
flow in the well and in the reservoir exist in separate computational domains. The well
is modelled in its full length from the topside valve to the bottomhole valve, and may
be further extended to include the riser to ship or platform, or a pipeline to the shore.
The coupled approach has the advantage that we can employ numerical methods and
discretization schemes that are adapted to each set of governing equations. Another
advantage is that the coupling between well and reservoir can be modelled at whatever
level of resolution one desires, up to the level of detailed simulations resolving the bot-
tomhole valve and/or the specific geometry of the well completion. In this manuscript
our emphasis is on demonstrating the methods, so for simplicity the coupling between
the well flow and the reservoir flow is achieved through source terms, as described in
the following.

Furthermore, we employ EOS-CG [26], a reference-quality thermodynamic equa-
tion of state (EOS) that is tailor made for mixtures of CO2, water and other CCS-
relevant fluids, for computing fluid properties and performing thermodynamic flash
calculations in both well and reservoir. Especially for tighter reservoirs where pressure
can vary strongly over time, simpler cubic EOSs may not give accurate predictions for
fluid properties over the whole range of pressure and temperature.

2.1. Well-flow model

The well flow is modelled as one-dimensional, consisting of one or several phases,
which in turn can consist of N chemical components (species). Mass and heat transfer
to the reservoir, as well as friction and gravity, are accounted for by source terms. Vis-
cous effects other than wall or interphasic friction are ignored. Equilibrium in pressure,
temperature and chemical potential is assumed, but the phases can travel at different
velocities. These assumptions yield a mass-balance equation for each component, a
momentum-balance equation for the mixture, and a total-energy-balance equation for
the mixture, as described in the following. For a mathematical background of two-
phase flow modelling, see e.g. Drew [27].

∂

∂t

(∑
π

απρπzπ j

)
+
∂

∂x

(∑
π

απρπzπ juπ
)

= −% j, j ∈ [1, . . . ,N], (1)

∂

∂t

(∑
π

απρπuπ
)
+
∂

∂x

(∑
π

απρπu2
π

)
+
∂P
∂x

= ρmg‖ − F, (2)

∂

∂t

(∑
π

απρπêπ
)

+
∂

∂x

(∑
π

απρπuπ
(
hπ + 1/2u2

π + gȳ
))

= Q − hm%m. (3)

Herein, απ is the volume fraction of phase π and zπ j = ρπ j/ρπ is the mass fraction
of component j in the phase π. ρ denotes density, P denotes pressure and u is the
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velocity. The total specific energy includes the internal, kinetic and potential energy;
êπ = eπ + 1/2u2

π + gȳ, where g is the gravitational acceleration and ȳ is the elevation.
In the momentum equation, g‖ is the gravitational acceleration component in the axial
direction of the pipe. In the model, x and ȳ are independent, but in this paper we only
consider vertical flow and they will be aligned.

The enthalpy is hπ = eπ + P/ρπ. The subscript m denotes (multi-phase) mixture
quantities. For example, the mixture density is ρm =

∑
π απρπ and the mixture enthalpy

is hm =
∑
π απρπhπ/ρm. Q is the heat flux transferred to the fluid through the pipe wall

and F is the wall friction.
%m =

∑
j % j is the mass flow rate per volume from the well into the reservoir. This

term will be nonzero in one or more cells where the coupling to the reservoir is active,
and in the finite-volume method employed here, it is integrated over the cell volumes
to give a mass flow rate in kg s−1. Further details of how % j is computed for the coupled
case are given in Section 2.4.

The slip, i.e., the difference between the phasic velocities, can be calculated using
a semi-empirical algebraic relation. In the simulations presented in this paper, we use
no slip (uπ = u) for simplicity.

2.1.1. Wall-friction model
The wall friction, F, is calculated as follows.

F =


fπ

ṁ|ṁ|
2ρπdi

for single-phase flow,

f`
ṁ|ṁ|
2ρ`di

Φ for two-phase flow,
(4)

where fπ = f (Reπ) is the Darcy friction factor, Reπ = |ṁ|di/µπ is the Reynolds number
for phase π, ṁ = ρu is the mass flux, and di is the inner pipe diameter. The coefficient
Φ is an empirical correlation, which is used to account for two-phase flow, and it de-
pends on various properties of both phases. Here we have employed the Friedel [28]
correlation. Details of the calculation of the two-phase coefficient Φ, and also further
discussion, can be found in References [29, 30]. In the case that two liquid phases are
present in addition to a gas phase, the liquid phases are averaged before the Friedel
correlation is applied.

2.1.2. Heat-transfer model
The heat flux per fluid volume, Q, accounts for radial heat conduction from the

tubing to the fluid. It is given by

Q =
2hi

ri
(Ti − T ), (5)

where ri is the tube inner radius, hi is the fluid-wall heat-transfer coefficient, Ti is the
tube inner wall temperature and T is the fluid temperature. To calculate Ti, similarly
to what was done by Aursand et al. [4], we assume that the temperature profile around
the well is radially symmetric, and the axial heat conduction can be neglected. In this
way, the heat transfer from the fluid to the tubing and the conduction from the tubing,
through packer fluid, casing, annular fluid and cement to the formation is accounted
for. See Aursand et al. [4], Munkejord and Hammer [31] for further details.
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2.1.3. Numerical solution
In our previous work [4], we employed a robust method [see e.g. 31, 32] able to

accurately capture the pressure waves inherent in the flow model. Thus the time-step
length of that method was limited by the Courant–Friedrichs–Lewy (CFL) stability cri-
terion based on the the speed of sound, i.e., giving short time-step sizes. In the present
work, we are interested in performing longer simulations, therefore it is desirable to be
able to solve the equations using longer time steps. The method is briefly summarized
in the following.

The governing equations (1)–(3) are discretized on a regular forward-staggered grid
using a first-order upwind-type finite-volume method similar to the one discussed by
Zou et al. [33]. The resulting discrete equation system can be written in the following
form:

F(U) = 0, (6)

where U = [. . . ,Ui−1,Ui,Ui+1, . . .] consists of the vector of unknowns in each cell, Ui.
Here we have chosen

Ui = [z1,i, . . . , zN−1,i, Pi, hm,i, ui+1/2]. (7)

Herein, the subscript i denotes that the scalars are evaluated at the centre of the compu-
tational cell i, whereas the vectors (velocities) are evaluated at the cell face i + 1/2. z j,i

is the mass fraction of component j in cell i. The mass fractions should sum to unity,
giving a specification equation for the missing zN,i.

The non-linear equation system (6) can be solved by a Jacobian-free Newton–
Krylov method as discussed by Knoll and Keyes [34]. Here we employ the PETSc
library [35, 36] using the SNESNEWTONLS method, which is a Newton-based nonlinear
solver that uses a line search. Within this method, the BiCGStab (biconjugate gradi-
ent stabilized) method with SOR (successive over-relaxation) as a preconditioner are
employed.

It may happen that the above procedure does not converge for certain time steps
in the simulation. If so, for those time steps, we revert to a procedure employing the
Newton-Raphson method with a finite-difference Jacobian and a line-search algorithm.

2.2. Reservoir model

In the reservoir we consider multiphase multicomponent flow through a porous
rock under the assumption of negligible fluid momentum (Darcy flow). We employ the
standard relative permeability approach such that for the fluid phases present, the relat-
ive permeability of each phase depends on the volume fraction (saturation) of the phase
at each point. Furthermore, we assume that the permeability is isotropic, so that it can
be written as a scalar, and we have neglected capillarity so that the pressures of each
of the phases in contact with each other are equal. The permeability can be spatially
varying in the present method, and cases with log-normal permeability distribution are
investigated in Section 3.2. The assumption of isotropic permeability is simplifying
and deemed reasonable for the cases we consider here – e.g. at the Utsira formation,
the near-well region is isotropic [37]. Further, even when the anisotropy is significant,
it can be challenging to obtain representative estimates of anisotropy from core samples
or history matching [38, 39]. If desired, it is possible to incorporate anisotropy in the
present method, assuming that one employs either a K-orthogonal grid or more ad-
vanced flux approximations that remain accurate and consistent on non-K-orthogonal
grids [40].
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In the current work we consider systems of two components, CO2 (c) and H2O (w),
and two phases, one CO2-rich (c) and one water-rich (w). Subscript j ∈ {c,w} refers to
component, while subscript π ∈ {c,w} refers to phase.

Under the above assumptions, the Darcy flux of fluid phase π, wπ, is given by

wπ = −K
krπ

µπ
(∇P − ρπg) , (8)

where K is the permeability, krπ is the relative permeability, µπ is the phase viscosity,
P is the fluid pressure, and g is the gravitational acceleration. In this equation, the
density and viscosity will be provided by thermodynamic relations, while the relative
permeability krπ is a function of the phase volume fraction απ, as further described in
Section 2.2.3.

We remark that incorporating capillary pressure in the thermodynamic property
calculations [see e.g. 41] for the reservoir constitutes future work. This is due to the
properties of the experimentally fitted reference EOSs (Section 2.3), which are highly
accurate at equilibrium, but which do not have the appropriate extrapolation properties,
as discussed by Aursand et al. [42]. The experimental vapour-liquid equilibrium data
used to fit the EOS is obtained with a capillary pressure of zero, which complicates the
issue further.

2.2.1. Mass balance
Fluid flow in the reservoir is governed by conservation of mass. Let m j denote

the mass of component j per reservoir volume. It can be expressed as a sum over the
phases,

m j = φ
∑
π

z jπρπαπ, (9)

where φ is the porosity. The mass-balance equation for component j is then given by

∂m j

∂t
+ ∇ ·

(∑
π

z jπρπwπ

)
= % j. (10)

where % j is the mass flow rate per volume of component j from the well into the reser-
voir, see Eq. (1) where the same source term appears with opposite sign. Further details
of how % j is computed for the coupled case are given in Section 2.4. Due to the strong
difference in viscosity between the phases, the Darcy fluxes of the two phases will have
a significant difference in magnitude. Because of gravity effects, the phase Darcy flux
vectors may also have different direction.

For the numerical solution it is convenient to recast the mass-balance equation (10)
into a fractional flow formulation,

∂m j

∂t
= ∇ ·

∑
π

(
z jπρπ fπ (wt − Kλω (ρπ − ρω) g)

)
+ % j, (11)

where ω = w if π = c and ω = c if π = w, and fπ = λπ/λ is the fractional flow.

2.2.2. Pressure equation
By combining the two mass-balance equations (10) (one for each of the compon-

ents) and the closure relation αc + αw = 1, one may formulate the pressure equation,

∇ · (−Kλ∇P + (Kλcρc + Kλwρw) g) = S, (12)
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where the source term on the right-hand side is given by

S =
1

(zwwzcc − zcwzwc)

[(
zww

ρc
−

zwc

ρw

)
%c +

(
zcc

ρw
−

zcw

ρc

)
%w

]
+ Vres/∆t, (13)

The term in the parenthesis in (12) is the total velocity, wt,

wt = wc + ww = −Kλ∇P + (Kλcρc + Kλwρw) g, (14)

and λπ = krπ/µπ the phase mobility while λ = λc + λw is the total mobility. There is no
time-derivative in this equation because sound waves are neglected, and furthermore
we have neglected terms involving ∇(ρπz jπ) because these are assumed small. Due to
the thermodynamic flash calculations that give density as a function of temperature and
pressure, this formulation could lead to inconsistencies between fluid volumes and pore
volumes. This is corrected using the approach of Acs et al. [43], via the term Vres/∆t
where Vres is the difference between the volume occupied by all phases in the cell
and the available pore volume of the cell. Since the correction enters in the pressure
equation, the change in volume gets distributed across the fluid phases according to
their compressibility. The method is described further in Section 2.2.4.

In the presence of gravity, we split the solution of (12) in two steps, as the boundary
conditions which are compatible with the two source terms (injection and hydrostatic
contributions to pressure) may be different.

2.2.3. Relative permeability model
The relative permeability model is a closure relation that relates the Darcy flux of

each phase to the volume fraction of the phase. There exist many classes of relative
permeability models, and the choice of model and model parameters depends on the
specific reservoir in question, the pressure and temperature, and the fluids present. Here
we consider a generic reservoir and thus employ a fairly simple Corey-type relative
permeability model that is quadratic in the water volume fraction,

krc(αw) = (1 − αwn)2 , (15)

krw(αw) = α2
wn. (16)

Here αwn is the normalized water volume fraction,

αwn =
αw − αwr

1 − αwr − αcr
, (17)

where αwr and αcr are the irreducible water and CO2 volume fractions, respectively.
Throughout this work we use αwr = αcr = 0.05.

These irreducible volume fractions are typical features of porous media flow, where
it is observed in experiments that if a rock specimen is initially filled with fluid A, and
another fluid B flows through it, some residual amount of fluid A will be left in the
rock even after very long time. This is due to trapping of the fluid phase in pores
where there is no flow path out. When the volume fraction of one phase approaches the
irreducible volume fraction, the Darcy flux of this phase approaches zero. It should be
noted, however, that when we consider fluids that can dissolve in one another, such as
water and CO2, we can have further reduction in the volume fraction due to transport
as a dissolved component in the other phase.
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2.2.4. Numerical solution of the reservoir model
We apply an implicit pressure explicit mass (ImPEM) solution approach as de-

scribed by Doster et al. [44]. In the following, let superscript n denote the numerical
solution at time tn. The ImPEM algorithm can then be summarized as [44]:

1. Solve the pressure equation (12) using αn
π, zn

jπ and ρn+1 to obtain pn+1.

2. Compute phase velocities wn+1
π and total velocity wn+1

t from pn+1 and αn
π.

3. Solve the transport equation (11) for mn+1
j .

4. Calculate αn+1
π , zn+1

jπ and ρn+1 by a thermodynamic flash calculation as described
in Section 2.3.

In contrast with the ImPEM method of Doster et al. [44], we use a more detailed EOS,
and further, we use the same time-step size for the pressure and transport equations.

It is known that the ImPEM scheme may lead to volume inconsistencies in the
sense that the sum of the fluid volumes does not equal the actual pore volume in each
cell. For an incompressible system this error can usually be neglected [44]. However,
the thermodynamic flash calculation introduced in our approach complicates this mat-
ter, because the densities of the fluid phases are given by the temperature and pressure.
When left uncorrected, we have observed a relative difference between pore volume
and total fluid volume of up to 10% in cells close to the front between the two phases.
To handle this discrepancy, the previously mentioned volume correction term is added
to (12), following [43], which ameliorates the problem. When running simulations
where the reservoir is coupled to the injection well, we have found that the correc-
tion needs to be distributed over several coupling intervals to avoid causing artificial
pressure waves propagating in the well.

The pressure equation (12) and transport equation (10) are solved by finite-volume
methods on a structured Cartesian grid. The pressure equation is solved every transport-
equation time step, because most of the computational load is in the thermodynamic
flash calculations.

The pressure equation is discretized with a standard two-point flux approximation
(TPFA) scheme, see e.g., [45] for details. As this is a Poisson equation, it is elliptic
and yields a (sparse) linear system of equations. This system is solved either directly
by lower-upper (LU) factorization, or iteratively by a biconjugate gradient stabilized
method (BiCGStab) preconditioned by a geometrically-agglomerated algebraic multi-
grid method (GAMG) provided by the PETSc library [35, 36].

For the transport equation (10) we use a standard upwind finite-volume discretiza-
tion with explicit Euler time integration. For the simulation to be stable, the time step,
∆t, must satisfy the condition

∆t ≤
φ|Vi|

Sin
i max0≤α≤1{ f ′(α)}

, (18)

where |Vi| is the volume of cell i, Sin
i is the maximal volumetric flow rate into cell i,

and f is the fractional flow function of water, f (α) = (krw(α)/µw)/λ(α). Effectively, we
take the minimum of |Vi|/S

in
i over all cells, and evaluate max0≤α≤1{ f ′(α)} numerically.

This stability condition was derived in [45].

2.3. Thermophysical property models

In this work, a highly accurate equation of state (EOS) has been used, namely, the
Helmholtz-type reference model for CO2 systems, EOS-CG [26], from the TREND
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library [46]. The EOS-CG gives better predictions for liquid-phase densities compared
to the more common cubic models, but at an elevated computational cost. The EOS is
used to calculate what phases are stable, and the densities and energies of the existing
phases.

The CO2-rich liquid phase and the gas-phase thermal conductivity and dynamic
viscosity are calculated using an extended corresponding-state method with propane
as the reference fluid [47, 48]. The water viscosity is calculated from the correlation
by Phillips et al. [49], while the water conductivity is calculated using the extended
corresponding-state method.

In the well model, the mixture enthalpy, hm, pressure, P, and the mixture compon-
ent mass-fractions, z, are selected as variables. As a consequence, an enthalpy-pressure
flash must be solved to find a stable phase distribution. Thus the fluid and thermody-
namics are fully coupled, and phenomena like phase transition and expansion cooling
(often called Joule-Thomson cooling) are accounted for.

The reservoir model is isothermal, and a similar temperature-pressure flash must
be solved. The numerical schemes solving the global minimization flash problems are
taken from Michelsen and Mollerup [50]. For the flash calculations we utilize our
framework for calculation of thermodynamic properties [51]. In the reservoir calcu-
lations we employ tabulation of the fluid properties in order to reduce computational
cost.

2.4. Well-reservoir interaction
Coupling of the reservoir model and the well flow model is realized through source

terms expressing flow between the wellbore and the surrounding porous media. Such
coupling conditions are commonly used, see e.g., [8, 10, 14, 19, 24]. The total flow rate
from the well to the reservoir is expressed in terms of a well index Λ and the pressure
drop from inside the wellbore to the injection point in the reservoir, Pwb − PR, so that

Sπ = Λπ(Pwb − PR)/µπ, (19)

where Sπ is the volume flow (m3/s) of phase π. This is related to the mass flow rate per
volume, % j, of component j, by taking the integral over the source term % j, cf. (1) or
(10), yielding:

Sπ =

∫
V
απ/ρm

∑
j

% j dV ′, (20)

where the densities refer to the state in the reservoir at the beginning of the time step.
The well index Λπ can be approximated by Peaceman’s well model [52]. To take

into account formation damage caused by drilling and perforation factors, a dimension-
less skin factor, s, is commonly added to the well model, [see e.g. 53], so that

Λπ =
2πlyKkrπ

ln
(

re
rw

)
+ s

, (21)

where s can be estimated by various heuristic procedures [53], and depends on the
specific completion chosen for the well, any stimulation performed, etc. In the cases
considered here, the height ly is 30 m, and we assume that the well is completed such
that ln(re/rw) + s = π. With the mass flow rate given by this model, the corresponding
volume flow is simply obtained by dividing by the density of the corresponding fluid
phase. The total mass flow rate and the total volume flow rate are obtained by summing
the contributions from each phase. We note again that for the reservoir model, the
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source term in the pressure equation is the volume flow. As the pressure drop from
wellbore to reservoir is the same for both phases, the total volume flow can be written
as

S = γ(Pwb − PR) (22)

where the prefactor γ contains the sum of the productivity indices:

γ =
∑
π

απΛπ/µπ. (23)

If one considers a change in the volume flow, S, into the reservoir, due to the elliptic
nature of the Poisson equation, the result will be an instantaneous response in reservoir
pressure, PR. To enable stable sequential coupling of the well and reservoir flow, we
apply a quasi-Newton approach, where the well model computes the linearized pressure
response from the reservoir, using the sensitivity ∂PR/∂S calculated numerically from
the reservoir model. The volume flow (S) out of the well then becomes linearly implicit
in the reservoir pressure,

S = γ

(
Pwb − PR −

∂PR

∂S
(S − S0)

)
=
γ
(
Pwb − PR + ∂PR

∂S
S0

)
1 + γ ∂PR

∂S

. (24)

Furthermore, the relative permeabilities, krπ, used to compute the productivity in-
dices may change rapidly during the start of a simulation, because they are functions of
the rapidly changing volume fractions at the well location, which again depend on the
volume flow S. For this reason, we employ an iterative scheme based on successive
substitution of the productivity index until the value is within a certain tolerance of
the value after completion of the well simulation step. These iterations are typically
only performed in the initial steps of the simulation. The entire coupling scheme is
illustrated in Figure 1 and outlined in Algorithm 1.

3. Results and discussion

In this section, we present results obtained by numerical solution of the models and
the methods described in Section 2. First, we give some results from the well-flow
model illustrating the effect of multiple components in the flow. We then present res-
ults from the coupled model for various cases, where we investigate the result from
injecting into an open and a tight reservoir, respectively, and we consider the situations
where gravity is neglected, where gravity is included, and where spatially varying per-
meability is also included. Furthermore, we study one case where a small amount of
water is co-injected with the CO2, in order to prevent formation water dry-out next to
the well. Finally, we consider intermittent injection, e.g., from direct ship offloading,
and the resulting dynamics in the well and reservoir.

3.1. CO2-production well model validation study

Cronshaw and Bolling [54] presented experimental data for temperature and pres-
sure in a CO2-production well for various flow rates. We considered this case in
Aursand et al. [4], but revisit it here to illustrate the effect of varying composition
of the CO2 stream. The case has been studied earlier, e.g., by Lu and Connell [10].

The Cronshaw and Bolling [54] data are for 97 % pure CO2, where the remaining
3 % are not explicitly specified. However, Cronshaw and Bolling [54] indicate that
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Algorithm 1 Pseudocode of the coupling scheme.

1: while t < tEnd do
2: Λn ← Λ . Initial guess for well index
3: δΛ← 1
4: while δΛ ≥ Λtolerance do . Iterate until well index is consistent
5: ∂PR

∂S
← ReservoirSensitivity(S) . See line 28

6: %← StepWellflowForward(t,∆t,Λn, ∂PR
∂S )

7: Λn+1 ← StepReservoirForward(t,∆t, %)
8: δΛ← Λn+1 − Λn

9: end while
10: t ← t + ∆t . Converged in Λ, accept solutions and continue to next time step
11: end while
12:
13: procedure StepWellflowForward(t,∆t,Λn, PR,

∂PR
∂S

)
14: Update reservoir flow linearization parameters (Λn, PR,

∂PR
∂S

) . Eqs. 23 and 24
15: X ← implicit solution of well flow equations at t + ∆t . Eqs. 1, 2, 3 and 24
16: Pwb ← Value from X . Get wellbore pressure
17: %← Computed from Pwb,Λ

n, ∂PR
∂S

. Eq. 24
18: return %
19: end procedure
20: procedure StepReservoirForward(t,∆t, S )
21: Obtain PR from solving ∇ ·

(
−Kλ∇PR + Buoyancy

)
= S . Eq. 12

22: Compute phase fluxes from ∇PR, buoyancy and mobilities . Eq. 8
23: Obtain z jπ from solving ∂

∂t
∑
π φρπαπz jπ + ∇ ·

∑
Fluxes = % . Eq. 10

24: Obtain sπ, ρπ, phase splits at t + ∆t from thermodynamic flash
25: Λ← well index updated with new volume fractions and properties
26: return Λ

27: end procedure
28: procedure ReservoirSensitivity(S)
29: ∆S ← S × 0.01
30: Obtain P1 from solving ∇ ·

(
−Kλ∇P1 + Buoyancy

)
= S

31: Obtain P2 from solving ∇ ·
(
−Kλ∇P2 + Buoyancy

)
= S + ∆S

32: return (P2 − P1)/∆S
33: end procedure
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Figure 1: Illustration of the coupling scheme – blue lines indicate pressure contours in the reservoir, while
yellow colour indicates the volume fraction of CO2. We start with an initial guess on the well index, Λ0,
then run a coupled simulation step and evaluate the pressure and the fluid flow out from the well. Next, we
calculate an updated well index, Λ1, based on the current solution. If the new value is within an acceptable
tolerance compared to the previous, we proceed to the next time step. If not, we iterate on ΛNit until it
converges.

Table 1: Parameters for model validation.

Quantity Value

Well length 914.4 m
Deviation angle 26.5 degrees

Gravity along well axis 8.78 m s−2

Tubing inner diameter 8.83 cm
Tubing roughness 4.572 × 10−6 m
Relative roughness 5.2 × 10−5

water is produced at the wellhead and therefore must be a significant component. For
this case we employ the EOS-CG [26]. For the water fractions considered here, EOS-
CG predicts a separate water-rich phase. Hence liquid-liquid and vapour-liquid-liquid
equilibra need to be handled. We note that for pure CO2, EOS-CG is the same the EOS
of Span and Wagner [55].

Cronshaw and Bolling [54] stated that after half a day of production (and maybe
even earlier), the wellhead conditions no longer vary. This is because the heat transfer
to the surroundings is much smaller than the (forced) heat convection in the fluid at this
point. We therefore apply our model without any heat transfer to the surroundings.

Table 1 shows relevant parameters for the production well. In our calculations,
the measured bottomhole pressure and temperature are used as inlet boundary condi-
tions. The outlet pressure is set by an iterative procedure, such that the mass-flow rate
matches the measured one. This procedure was chosen to produce results that can be
compared directly with those of Aursand et al. [4], Lu and Connell [10]. The solution is
integrated in time until steady state is reached. We remark that Cronshaw and Bolling
[54] reported the flow rate in million standard cubic feet per day (Mscf/d). For clarity,
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Figure 2: CO2-production well: Our simulation results (lines) compared to measurements (filled markers)
from Cronshaw and Bolling [54]. CO2–H2O denotes CO2 with 3% H2O. CO2–H2O–CH4 denotes CO2 with
2.5% H2O and 0.5% CH4.

we have kept this unit in the following figures. To obtain the mass-flow rate needed
in our calculations, we converted the Mscf/d values using the EOS at 15 °C and 1 atm.
For pure CO2, this gives 2.5, 7.4, 11.2 and 13.7 kg s−1.

Figure 2 shows our simulation results for pressure and temperature plotted along
with experimental data. For pure CO2, we obtain results that are very similar to those of
Aursand et al. [4]. We have also plotted results obtained assuming a stream consisting
of CO2 with 3% water. As can be seen from Figure 2a, this gives a larger pressure
drop, and a better fit to the data for the high flow rates, but a poorer fit to the low-
flow-rate data. A third set of curves, calculated for CO2 with 2.5% water and 0.5%
methane, are also shown. It is interesting to note from Figure 2a that this gives a lower
pressure drop for the lower flow rates, but a higher pressure drop for the higher flow
rates, which results in a better overall agreement with the experimental data than for
the case of pure CO2. One important reason for this is shown by plotting the calculated
mixture density in Figure 2c – it is sensitive to the stream composition and boundary
conditions. For instance, if 3% water is replaced by 2.5% water and 0.5% methane,
for the high-flow-rate case, the mixture density is reduced from 377 to 339 kg m−3 or
about 10%.

For the temperature (Figure 2b), there is also good agreement with the experimental
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Figure 3: CO2-production well, low-mass-flow case and pure CO2: Impact on calculated temperature and
pressure of a ±1 K perturbation of the inlet temperature.

data. Similarly to the case of pressure, the stream consisting of 3% water gives a higher
temperature drop than that of pure CO2. We observe, however, that the calculated
temperature is less sensitive than the pressure to the inclusion of methane in the CO2
stream. The temperatures calculated for a pure CO2 stream have the lowest deviation
for the two intermediate flow rates, whereas those for a stream consisting of CO2 with
2.5% water and 0.5% methane have the lowest deviation for the highest and for the
lowest flow rate.

A further observation regarding the temperature is given in Figure 3 for the low-
flow-rate case for pure CO2. The thermodynamic state in the well is relatively close
to the critical point. Therefore, small perturbations in the boundary conditions can
have significant effects. Here, we have run the case with a one-degree higher and
lower temperature at the inlet. This gave a change in the pressure drop of −1.2 bar and
+1.5 bar, respectively.

Cronshaw and Bolling [54] do not provide liquid mass-fraction data, but our sim-
ulation results in Figure 4a for pure CO2 can be compared to theirs. In agreement
with Cronshaw and Bolling [54], but in contrast to Lu and Connell [10], we obtain
two-phase flow in the upper part of the well. For the highest flow rates, our calculated
liquid mass fractions are similar to those of Cronshaw and Bolling [54], but for the
lowest flow rate, we predict two-phase flow in a somewhat larger section of the well.
In Figure 4b, we plot the liquid mass fraction for the case of CO2 with 2.5% water and
0.5% methane. It can be observed that the gas fraction is smaller in this case. EOS-CG
also predicts a separate water-rich liquid phase, containing most of the water. The li-
quid mass fraction of the water-rich phase is similar ‘to plotting accuracy’ for the four
different flow rates.

To summarize, the Cronshaw and Bolling [54] is sensitive to boundary conditions,
and also to the composition of the residual 3% of the CO2 stream. By assuming CO2
with 2.5% water and 0.5% methane we obtained better agreement with the pressure
data, but no significant improvement with respect to temperature data compared to
pure CO2. The inclusion of water required the handling of a vapour-liquid-liquid equi-
librium. Since parts of the well have a thermodynamic state close to the critical point,
relatively small perturbations can give significant changes in the state. A further un-
certainty not discussed here is the modelling of interphasic friction, which may play a
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Figure 4: CO2-production well: Liquid mass fraction calculated for two fluid compositions, and compared
to calculations from from Cronshaw and Bolling [54] (open markers).

Table 2: Injection-well parameters used for the case study.

Quantity Value

Well depth 1500 m
Injection depth 1462.5 m

Formation level temperature 37 °C
Thermal gradient 24 °C km−1

Gravity 9.81 m s−2

Relative pipe roughness 5.2 × 10−5

Well diameter 0.17 m

signficant role, especially in the part of the well containing both gas and liquid.

3.2. Coupled well-reservoir case study

In this section, we study the injection of CO2 into a reservoir, with focus on well dy-
namics and effects in the reservoir near the well, employing the methodology described
in Section 2.4.

3.2.1. Case description
We consider a vertical well of depth 1500 m coupled to an axially symmetric reser-

voir with a height of 30 m and radius 40 m. The well is discretized using an equidistant
grid of 20 cells and the reservoir has an equidistant grid of 90 cells along the height
and 120 cells along the radius.

The reservoir is connected to the centre of the bottom cell in the well, and the
main well parameters are summarized in Table 2. This is comparable to the setup of
Aursand et al. [4], except that we here employ a full near-well reservoir model instead
of a simplified downhole boundary condition in the well.

For the rock properties, we consider Case A with porosity φ = 0.3 and (average)
rock permeability K = 3000 mDa, and Case B with porosity φ = 0.15 and (average)
rock permeability of K = 300 mDa. This corresponds to a very open reservoir (Case A)
and a fairly tight reservoir (Case B), thus broadly spanning the range of flow features
found in real reservoirs. For each of these two cases, we consider the situations a)
where gravity is neglected and the permeability is uniform, b) where gravity is included
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and the permeability is uniform, and c) where gravity is included and the permeability
varies according to a log-normal distribution with a mean of 3000 mDa and a standard
deviation of 2000 mDa for Case A, and with mean and standard deviation equal to
300 mDa and 200 mDa, respectively, for Case B.

In the simulations, we employ the following boundary conditions. For the well,
the inlet mass flow rate and enthalpy are specified, and the inlet pressure is implicitly
calculated from the local well pressure, friction and hydrostatic pressure. The flow
between the well and the reservoir is calculated from the pressure in the well and in the
reservoir, according to (24). In order to calculate the heat transfer from the well fluid
through the tubing, we assume a constant thermal gradient for the surrounding soil and
rock.

The reservoir is initially filled with water at a temperature of 310 K. The boundary
condition at r = 0 is no-flow as this corresponds to the axial singularity, while the
injection is described by a source term that is evenly distributed over the cells covered
by the well perforation. This simplification is made because even in the presence of
gravity, the saturation in the innermost cells of the reservoir will be close to uniform in
the vertical direction. More sophisticated models for the perforations and completion
of the well and the vertical variation in flow rate might be considered in future work.

No-flow conditions are given at the top and bottom boundaries, while an outflow
boundary condition together with a constant pressure of Pbg = 150 bar is specified at
the middle of the outer boundary (r = 40, z = 15). As the coupling methodology is
semi-implicit, the models can be run for more than one time step before exchanging
information. In the following, we have used a coupling interval of 4 seconds in periods
with transients such as start-up and shut-in, and 30 seconds otherwise. The coupling in-
terval corresponds to a variable amount of time steps taken in the well and the reservoir
models as the simulation progresses.

The well is initially at a shut-in condition in mechanical equilibrium with the reser-
voir pressure, and in thermal equilibrium with the vertical temperature profile of the
surroundings. A constant thermal gradient of 0.024 K m−1 is assumed for the forma-
tion (overburden and reservoir rock) enclosing the well. The temperature is set to be
2 °C at zero depth. As a consequence, the initial well pressure profile is given by the
pressure of the pure CO2 in the well generated by gravity analogous to a hydrostatic
pressure profile.

At time t = 0, the flow rate at the wellhead is linearly increased from 0 to 50 kg s−1

over a period of 600 s. The inlet pressure is extrapolated from inside the well based
on the local friction and hydrostatic pressure contribution. The inlet enthalpy is set
constant, to give a fluid temperature of approximately 5 °C. This is more robust than
setting the temperature directly, in case there is phase change at the inlet.

The heat transfer between the well fluid and the surroundings is described using five
thermal layers of different properties. We assume the same geometry and properties as
in [4]. In particular, we assume that the casing is surrounded by drilling mud for the
top 1400 m, while cement is used in the bottom 100 m.

3.2.2. Effect of gravity and rock properties
Reservoir dynamics. We first consider the situation where gravity in the reservoir is
neglected. In this case, the front of CO2 displacing water is uniform and follows a
typical self-similar Buckley-Leverett profile with a shock immediately followed by a
rarefaction wave.

In Figure 5, we show the CO2 volume fraction, the pressure and the water Darcy
flux for both Case A and Case B at various times. It is seen that for Case B with lower
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Figure 5: Coupled simulation with uniform porosity and without gravity in the reservoir. CO2 volume
fraction (blue), pressure (lines every 1 bar) and water Darcy flux (vectors shown at every 16th grid point), for
Case A with porosity 0.3 and permeability 3000 mDa (top) and Case B with porosity 0.15 and permeability
300 mDa (bottom).

porosity, the invading front has proceeded farther out despite the lower permeability,
because only half the pore volume is available. This results in a higher pressure drop as
seen by the tighter pressure contours. Note that in the axisymmetric coordinate system
used here, the volume of each cell increases linearly with r. It is also seen in this plot
that the pressure contours are spaced much closer together in Case B, corresponding to
the lower permeability.

In the situation where gravity is present and the rock permeability is uniform, we
find that for Case A with the more open reservoir, the gravitational effect is significantly
more pronounced than for Case B, as seen in Figure 6. This leads to the front of the
invading CO2 at the upper boundary in Case A almost catching up with Case B. For
Case A, the buoyancy leads to the CO2 preferentially flowing in the upper region of
the domain, as the leading CO2 edge has significantly higher mobility and thus the
radial component of the pressure gradient is smaller in the region where CO2 is already
present. This is reflected in the pressure history at the well, because the presence of
CO2 farther out from the well decreases the pressure buildup more rapidly.

In the case where gravity is present and the rock permeability varies according to
a log-normal distribution (Figure 7), we find that in Case A, the volume fraction of
CO2 overall resembles the situation with uniform permeability, while for Case B, some
amount of viscous fingering is observed, where the smoothness of the invading CO2
front is broken by the Saffman-Taylor instability.

Well dynamics. We now consider the effect of rock properties on the dynamics in the
well. Figure 8 displays results for Case A-b, i.e., an open reservoir with gravity and
uniform permeability. The pressure response is shown in Figure 8a, and the initial
hydrostatic pressure at the top of the well is seen to increase after injection has started.
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Figure 6: Coupled simulation with uniform porosity and with gravity in the reservoir. CO2 volume fraction
(blue), pressure (lines every 1 bar) and water Darcy flux (vectors shown at every 16th grid point), for Case A
with porosity 0.3 and permeability 3000 mDa (top) and Case B with porosity 0.15 and permeability 300 mDa
(bottom).

Figure 7: Coupled simulation with log-normal-distributed porosity and with gravity in the reservoir. CO2
volume fraction (blue), pressure (lines every 1 bar) and water Darcy flux (vectors shown at every 16th grid
point), for Case A with porosity 0.3 and average permeability 3000 mDa (top) and Case B with porosity 0.15
and average permeability 300 mDa (bottom).
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Figure 8: Coupled simulation, Case A-b (open reservoir with gravity and uniform permeability). Time
evolution of quantities in the well. The initial state is shown as a dashed blue line.

The rise is due to increased reservoir pressure, friction and changed density. Due to the
permeable reservoir, the pressure response is small, and the well dynamics fade after
1 h. The well-fluid temperature is plotted in Figure 8b. Initially we observe thermal
equilibrium with the surroundings, and a linear temperature profile. When fluid at an
elevated temperature is being fed at the wellhead, a temperature front starts moving
down the well. At the same time, the temperature at the bottom of the well decreases.
This is due to the advection of colder fluid from the upper part of the well. Figure 8c
shows the velocity of the well fluid. From initially being at rest, a flow velocity of
approximately 6.7 m s−1 is stabilized within minutes, and remains relatively constant
throughout the simulation. The flow is in a single-phase super-critical/liquid state for
the entire simulation.

Figure 9 displays the time evolution of the pressure in the well for Case B-b, i.e.,
a tight reservoir with gravity and uniform permeability. The temperature and velocity
dynamics are similar to Case A (Figure 8), but as the pressure response in the reservoir
is much stronger, the well pressures are elevated in Figure 9 compared to Figure 8a.

To summarize, for the well dynamics, we find that the nature of the rock properties
plays a significant role. In the case of the more permeable and open reservoir (Case
A), the initial pressure transient is significantly smaller. In the less open and permeable
reservoir (Case B), a larger transient as well as a higher ultimate bottomhole pressure
is seen.

In addition to the effect of rock properties discussed above, gravity and spatially
varying permeability also play a role. This means that the interplay between the well
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Figure 9: Coupled simulation pressure, Case B-b (tight reservoir with gravity and uniform permeability).
Time evolution of pressure in the well. The initial state is shown as a dashed blue line.

and the near-well reservoir is significant for transient CO2-injection operations, and
that the specific details of the reservoir in question must be taken into account when
studying the well dynamics. To illustrate this point, we plot in Figure 10 the bottom-
hole pressure dynamics normalized by the rock permeability K and the porosity φ, by
considering the quantity

P̃ =
K[P − Pbg]
√
φ

. (25)

By normalizing in this way, we have incorporated the first-order effect of both porosity
and permeability difference. For a one-dimensional well, one would divide by porosity
to include the effect of reduced pore volume meaning that the CO2 front travels farther
in the same time, whereas for a cylindrically symmetric case, the appropriate reduction
factor becomes

√
φ. In all three cases, it is seen that the pressure dynamics are still

different throughout the 36 hour duration, and furthermore that the inclusion of non-
homogeneous permeability strongly affects the situation. In summary, one needs to
consider the specifics of the well and the reservoir in question, and to simulate the
coupled system in order to understand the transient dynamics of the injection operation.

3.2.3. Effect of downhole boundary condition
We will now compare the present coupled method to the simplified approach em-

ployed by, among others, Aursand et al. [4], using a constant injectivity and a constant
reservoir pressure to specify the well bottomhole pressure. In Figure 11, the bottom-
hole pressure dynamics of coupled and non-coupled simulations, for Cases A-a and
B-a, are compared.

For the non-coupled simulations, the reservoir pressure is set to

PR = Pbg + (µc/µw) max
t

(Pcoupled(t) − Pbg), (26)

which is the steady-state pressure expected after long-term injection of CO2. The back-
ground pressure, Pbg, is 150 bar. This gives a reservoir pressure of PA

R = 150.37 bar
for Case A, and PB

R = 152.79 bar for Case B. The non-coupled simulations are run us-
ing a well index of ΛA

c = 1.7765 × 10−10 m3 for Case A and ΛB
c = 1.7765 × 10−11 m3

for Case B. These values are taken from the end of the corresponding coupled simula-
tions, and the values force the bottomhole pressure to be close to constant during the
non-coupled simulation. The non-coupled and coupled pressure responses observed in
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Figure 10: Comparison of Case A and B bottomhole pressure dynamics. The pressure is shown as P̃ =

K[P − Pbg]/
√
φ, which is scaled according to permeability and porosity. Despite this scaling, the bottomhole

dynamics remain different.
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Figure 11: Comparison of bottomhole pressure dynamics of coupled and non-coupled simulations for Cases
A and B. The coupled simulations are run without gravity and with uniform reservoir permeability.

Figure 11, especially for Case B, give significantly different boundary conditions for
the well simulation. This means that for the cases considered here, a coupled model is
needed to capture the dynamics in the well.

The maximum bottomhole pressure observed in Figure 11 is due to a low total mo-
bility when CO2 starts to flow into the brine-filled reservoir. This is because a small
volume fraction of CO2 gives a very small relative permeability of CO2, while the
corresponding volume fraction of water becoming smaller than one gives a significant
reduction in relative permeability of water. As more CO2 is injected into the reservoir,
the CO2 can flow more easily, and we get a subsequent decrease in bottomhole pres-
sure. We remark that Vilarrasa et al. [56] observed similar pressure behaviour in their
numerical and semianalytical solutions, albeit at a larger temporal and spatial scale than
what we consider here. Furthermore, Vilarrasa et al. [56] report that the magnitude of
the pressure buildup is inversely proportional to the permeability of the reservoir. Our
results agree with this observation.

3.2.4. Co-injection of water
We consider as an additional situation the co-injection of a small amount of water

together with the CO2. Salt precipitation due to injection of dry CO2 dissolving resid-
ual water in the near-well region has been highlighted as a risk factor for CO2-injection
wells [see e.g. 57, and references therein]. Salt precipitation and the resulting loss of
injectivity could mean that the well lifetime is reduced drastically. One possible solu-
tion for avoiding salt precipitation is to inject CO2 that is already saturated with water,
such that dry-out of residual water does not occur. Because the water solubility in CO2
is a function of temperature and pressure, it is necessary to have a free water phase
at the wellhead in order for the injected CO2 to be water saturated. For this situation
we use Case A with gravity and uniform permeability as a base case, and choose to
study co-injection of 0.5% water (by mass) at the wellhead1. This yields a free water
mass fraction of approximately 0.44% at the wellhead, decreasing to approximately
0.40% at the injection point, as shown in Figure 12. The pressure and temperature

1In the present injection scenario, this amount of water corresponds to 7.5 litres per minute, which is less
than the demand of running a household water tap.
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Figure 12: Free-water mass fraction for coupled Case A-b with co-injection of 0.5 % (by mass) at the well-
head. The sudden change in free water close to the top of the well is due to a phase change in the CO2-rich
phase, and the corresponding difference in solubility.

Figure 13: Coupled Case A-b, after 36 h of injection: Total mobility λ (magenta), pressure (blue lines every
0.2 bar). Left: base case with pure CO2 injected. Right: injection of CO2 saturated with water. For the cells
close to the well, on the right of the left-hand-side plot, the dark region shows where the water has been
completely dried out, while on the left of the right-hand-side plot, the residual (immobile) water volume
fraction remains.

profiles are largely unaffected by this small amount of water co-injection (not shown).
In Figure 13 we show the comparison of the reservoir pressure and the total mobility
for the two situations. The dark region next to the well on the left-hand-side plot in-
dicates where the CO2 has dried out the residual water, thus salt precipitation would be
likely to occur in this region. On the right-hand-side plot, it is seen that the injection
of CO2 already saturated with water does not dry out the residual water trapped next
to the well. It is also seen that for these two cases, the pressure at the well differs only
slightly.

We must emphasize here that we have employed a simple relative permeability
model, and that we do not model the presence of salt. A quantitative investigation of
water co-injection to reduce salt precipitation risks should be undertaken, using a more
sophisticated relative permeability model taking into account i.a. the difference in flow
resistance for saturated CO2 with residual water present as compared to flow resistance
for unsaturated CO2 flowing through dry rock. Furthermore, to understand the effects
of salt precipitation on the injectivity, it is necessary to consider where in the pore space
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salt is likely to precipitate, and how this affects the CO2 phase distribution. The main
conclusion from the present calculation is that co-injection of a small amount (0.5%)
of water is sufficient to ensure that the CO2 entering the reservoir does not dry out the
residual formation water, and that this has negligible effect on the pressures observed
in the well. Thus water co-injection holds promise as a salt-precipitation mitigation
technique.

3.2.5. Intermittent injection
Our last example is an intermittent injection scenario. The case configuration is

almost identical to Case A with uniform permeability and including gravity. The only
differences are that we consider an intermittent injection scheme and that we increase
the radial extent of our reservoir model from 40 to 60 meters. The total simulation time
is set to 6 days (144 hours) with the following injection scheme:

• 0–24 hours: Pure CO2 at rate 50 kg s−1

• 24–48 hours: No injection

• 48–72 hours: Pure CO2 at rate 50 kg s−1

• 72–96 hours: No injection

• 96–120 hours: Pure CO2 at rate 50 kg s−1

• 120–144 hours: No injection

The injection rate is ramped up linearly over a period of 600 s at each injection period.
Similarly, at the beginning of each halt period, the injection rate is ramped down over
600 s.

The CO2 volume fraction, pressure contours and water-phase volocity in the reser-
voir are displayed at different times in Figure 14. The results at 24 hours are identical
to the previously studied case with constant injection rate (Figure 6) since these cases
are equal at this point.

At 24.2 hours, there is a negligible change in CO2 volume fraction, but the pressure
lines are nearly horizontal, reflecting that the pressure is close to hydrostatic as the
injection has stopped. Furthermore, we see that the water phase velocity has changed
significantly and that water is pushing the CO2 plume upwards at the lower part of the
plume due to gravity.

After a period without injection (48 hours), we clearly see that the CO2 plume
has migrated upwards and the leading CO2 edge has moved radially. Next, shortly
after injection has started (48.2 hours) the pressure and velocity profile are altered
again, and the plume starts to grow. Observe that the CO2 plume has mostly grown
in the upper part of the reservoir. This cycle repeats itself and the CO2 plume moves
radially, but mostly in the upper part. A constant injection scenario (Figure 6) gives
a more evenly distributed CO2 front. These intermittent simulations are run without
volume correction, as the interaction between volume correction and well pressures
during shut-in leads to spurious pressure waves. Further work is needed to develop
a volume correction scheme that is robust when coupled with rapidly decreasing well
flow conditions.

We also observe that we never get a counterflow of water into the well with this in-
jection schedule. Further studies are needed to understand under what conditions one
could expect this to happen. Rock and fluid properties, e.g., relative permeability, is
likely to have an effect, and it is believed that having the reservoir continue below the
injection well would increase the likelihood of counterflow. Finally, we also observe

27



that the points where CO2 saturation is non-monotonous as a function of time are lim-
ited to a region around the front in the lower half of the reservoir. This has important
implications for issues such as salt precipitation, and should be studied in further detail.

The pressure and mass flow dynamics are shown in Figure 15. The overall evolution
of pressure is as expected, with an elevated but decaying pressure during injection,
and a value close to the reservoir boundary condition during the shut-in period. This
pressure is not exactly equal to 150 bar, due to the buoyancy-driven flow in the reservoir
during the shut-in period.

4. Conclusion

In this paper, we have presented a partitioned coupling approach to transient mod-
elling of well and near-well reservoir flow of CO2. Both the well and the reservoir
flow modelling employs high-fidelity thermodynamics through flash calculations with
accurate equations of state to predict quantities such as phase fractions, mutual sol-
ubilities and densities. In the partitioned coupling approach, the three codes (well,
reservoir and thermodynamics) can be developed independently in the paradigms and
programming languages suited to each task. For the well we employ a homogeneous
equilibrium model and solve the resulting system of equations with a fully implicit
method using the Jacobian-free Newton–Krylov method. For the reservoir, we employ
an implicit-in-pressure, explicit-in-mass scheme where thermodynamic flash calcula-
tions are used in every cell at every time step to solve for the solubilities, densities and
volume fractions of the fluids.

We have discussed the Cronshaw and Bolling [54] case of a CO2-production well,
and we illustrated that the 3% uncertainty in the composition of the CO2 stream influ-
ences the results in a significant way. By assuming a stream consisting of 97% CO2,
2.5% water and 0.5% methane, we obtained a better agreement with the experimental
data than by assuming pure CO2. This required taking a three-phase vapour-liquid-
liquid equilibrium into account, enabled by our state-of-the-art thermodynamic frame-
work. We employ reference quality equations of state that give accurate predictions of
the fluid densities across the pressure range encountered, which would be challenging
if the simpler cubic equations with volume shift were employed.

We have shown results for CO2-injection scenarios in a open and a tight reservoir
initially filled with water, and highlighted the effects of neglecting or including gravity
in each case, as well as the effect of spatially varying rock permeability. For a given
well depth with a fixed injection rate at the wellhead, we find that going from the open
to the tight reservoir increases the peak bottomhole pressure by more than 20 bar. This
also changes the temperature transients which the well materials are exposed to, as well
as the flow velocities. For this case, a well-flow model without coupling to a near-well
model would not be able to capture the well-flow dynamics.

Further, we examined a case where 0.5% (by mass) water is co-injected with CO2,
and demonstrated that this yields CO2 that is saturated with water as it travels down the
well and enters the reservoir, with negligible increase in well pressures, but eliminating
the dry-out of residual water in the near-well region.

Finally, we demonstrated the calculation of multiple cycles of intermittent CO2
injection. The cyclic injection led to the CO2 flowing preferentially in the upper part
of the reservoir to a larger degree than what was observed for constant injection. For
the current parameters, we did not observe backflow of water into the well, and non-
monotonous time evolution of CO2 saturation was found only in a limited region of the
near-well domain.
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Figure 14: Case A with intermittent injection. CO2 volume fraction (blue), pressure (lines every 1 bar) and
water Darcy flux (vectors shown at every 16th grid point).
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Figure 15: Bottomhole pressure and mass-flow dynamics of coupled simulations for Case A with intermittent
injection. The simulations are run with gravity and with uniform reservoir permeability for 6 days. Pressure
is plotted in green against the left y-axis, while mass-flow is plotted in blue against the right y-axis.

The present work demonstrates the utility of the partitioned coupling approach to
the modelling of well and near-well reservoir flow, and it illustrates the potential of
fluid flow models which are coupled with high-fidelity thermodynamics. Future work
may extend this to account for thermal effects in the reservoir, as well as more sophist-
icated relative permeability models in the context of dry-out of the wetting phase and
precipitation of salt.
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