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Abstract

In order to deploy CO2 capture and storage (CCS) systems to mitigate climate change,
it is crucial to develop reliable models for design and operational considerations. A key
element of the system is the interface between transportation and storage, namely the
injection well, where various transient scenarios involving multiphase flow will occur.

In the literature there are very few data relevant for validation of vertical multiphase
flow models for CO2. Hence in this work, we present measurements of liquid holdup,
pressure drop and flow regime for upward and downward flow of CO2 in a pipe of inner
diameter 44 mm at a pressure of 6.5 MPa, a condition relevant for CO2-injection wells.

The experimental results indicate that the flow is close to no-slip. We have com-
pared the experimental data to predictions by well-known models for phase slip and
frictional pressure drop, and the results show that overall, the best model is the simplest
one – the fully homogeneous approach, in which no slip is assumed and the friction is
calculated simply by employing gas-liquid mixture properties in the single-phase fric-
tion model.

Keywords: carbon dioxide, CO2 injection, vertical flow, friction, liquid holdup, fluid
dynamics, thermodynamics

Nomenclature

Latin letters
C Dimensionless pressure gradient . . . . . . . . . . . . . . . . . . . . . . . . . 1
d Diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
e Specific internal energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

ê Total specific energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

f (Darcy) friction factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Fr Froude number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
F Friction force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−3

gx Gravitational acceleration in axial direction . . . . . . . . . . . . . . . . . m s−2

h Specific enthalpy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

j Volumetric flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1
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ṁ Mass flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−2 s−1

n Number of experimental measurements . . . . . . . . . . . . . . . . . . . . . . 1
P Pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa
Q Heat flux per volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . W m−3

Re Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
t Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
u Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

x Axial coordinate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
x Gas mass fraction based on the mass fluxes, (5) . . . . . . . . . . . . . . . kg kg−1

y Elevation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m

Greek letters
α Volume fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m3 m−3

δrms Root-mean-square deviation, (13)
σ Surface tension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−1

µ Dynamic viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−1 s−1

Φ Coefficient in (6) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
ρ (Mass) density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−3

Subscripts
d Drift
f Friction
g Gas
k Phase k
` Liquid
m Multiphase mixture

Abbreviations
CCS CO2 capture and storage
EOS Equation of state
IFE Institute for Energy Technology
RMS Root mean square

1. Introduction

CO2 capture and storage (CCS) is seen as one of the technologies that are necessary
to help mitigate climate change (Edenhofer et al., 2014). In order for CCS to attain the
scale required to do so, full-scale deployment must commence and be scaled up such
that by the mid century, several gigatonnes of CO2 are captured each year (IEA, 2017).
This CO2 must be transported from the capture plants to the storage sites. In order to
design and operate the CO2 transportation and injection systems in a safe and efficient
way, there is a need for flow models describing single- and multi-phase flow of CO2
and CO2-rich mixtures (Munkejord et al., 2016). CO2 flows in pipes or tubes are
also relevant in other applications, such as heat-pumping systems (Lorentzen, 1994;
Pettersen et al., 2000), Brayton or Rankine cycles (Ayub et al., 2020), nuclear reactors
(Eter et al., 2017) and heat storage (Ayachi et al., 2016).

The injection well constitutes the interface between the CO2 storage and the trans-
portation system. It is important to be able to predict the flow behaviour of the CO2,
both during normal operation, and during start-up, shut-in or undesired events like
blow-outs. During normal operation, transients can be expected due to fluctuations
in the CO2 supply (Moe et al., 2020), due to batch-wise offshore delivery from ships
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(Aursand et al., 2017; Munkejord et al., 2020), or during injection into depleted natural-
gas reservoirs (Sacconi and Mahgerefteh, 2020). Among other things, resulting tem-
perature fluctuations could affect well integrity (Aursand et al., 2017).

Depending on the maximum allowable pressure in the CO2 reservoir and other op-
erational conditions, the CO2 could be in a two-phase state in part of the well (see e.g.
Munkejord et al., 2013). This was also the case for the CO2-production well studied by
Cronshaw and Bolling (1982). CO2 has significantly different thermophysical proper-
ties compared to those of e.g. oil and natural gas. Therefore, existing models, validated
for such fluids, may not be accurate for CO2, and experimental validation is required.
However, very few data are available in the literature for the vertical two-phase flow
of CO2 in relevant configurations. Cronshaw and Bolling (1982) presented temperat-
ure and pressure measured at several locations in a CO2-production well for varying
flow rates. In the upper part of the well, the CO2-rich mixture including water was
in a gas-liquid or gas-liquid-liquid multiphase state, although the gas fraction was not
measured. Some field data can be found for CO2 wells (see Lu and Connell, 2014; Li
et al., 2017). These data are less detailed than desirable for flow model validation.

In principle, the complicated topology of two-phase flows can be simulated in de-
tail using front-capturing (Osher and Fedkiw, 2001; Sethian, 2001) or front-tracking
(Tryggvason et al., 2001) methods. However, due to the computational intensity, such
methods can only be used on relatively small computational domains. Therefore one
resorts to considering an average of the two-phase flow, not resolving the full details
of the interfaces (Stewart and Wendroff, 1984; Drew and Passman, 1999). Even in this
case, when complicated equations of state are involved, three-dimensional simulations
are limited to small domains (Gjennestad et al., 2017). As a result, for engineering
purposes, two- (or multi-) phase flows in pipes and wells are commonly described us-
ing one-dimensional models. The most general approach is usually referred to as the
two-fluid model (Stewart and Wendroff, 1984). Herein, the difference between the gas
and liquid velocity is determined through inter-phasic friction models, the development
of which involves extensive use of experimental data. For several flow regimes, it is
possible to correlate the relative velocity between the phases, the slip velocity, as a
function of the flow variables (Zuber and Findlay, 1965; Ishii, 1977; Hibiki and Ishii,
2002). This a priori knowledge of the flow can be employed to reduce the number of
transport equations to be solved, and the result is called the drift-flux model. In par-
ticular, drift-flux models have been developed for two- and three-phase flows in wells
(Shi et al., 2005b,a). In addition to slip models, models for the frictional pressure drop
are needed in order to perform simulations. Friction models for two-phase flow exist
in various forms, ranging from empirical (Beggs and Brill, 1973) to phenomenological
models describing the characteristic features of different flow regimes (RELAP5 De-
velopment Team, 1995). See also the review in Dorao et al. (2019).

In the present work, we address the lack of vertical experimental data for two-
phase flow of CO2. We employ an experimental setup designed to generate liquid
holdup and pressure-drop data, along with flow-regime information, during steady-
state operation (Håvelsrud, 2012; Farokhpoor et al., 2020). A data series has been
generated for varying gas and liquid fluxes of pure CO2, both upwards and downwards,
at a pressure of 6.5 MPa. This pressure has been chosen since it is relatively close to
the critical pressure (7.38 MPa), while at the same time giving a state that is clearly
two-phase. As described in the following, this has allowed us to compare slip models
and frictional pressure-drop models from the literature with experimental data, giving
guidance to modellers wanting to describe the flow of CO2 in wells.

3



2. Experimental setup

Vertical up-flow and down-flow experimental data have been acquired for two-
phase pure CO2 saturated at 6.5 MPa in FALCON, IFE’s flow assurance loop for CO2
transport. The corresponding saturation temperature is 24.4 °C. The main pipe of the
flow loop has an inner diameter of 44 mm, a length of 13.7 m and an effective sur-
face roughness estimated to be 17 µm, giving a relative pipe roughness of 3.9 × 10−4

relevant for friction calculations. The experimental setup is described by Farokhpoor
et al. (2020), who studied horizontal and near horizontal flow of CO2. Schematic draw-
ings of the test facility’s overall design and the instrumentation of the test section, for
vertical pipe configurations, are shown in Figure 1.

The temperature is controlled by a combined heating/cooling system where a coolant
is circulated in copper-tubing-type heat exchangers ‘coiled’ on to the main separator
and the test section. The coolant temperature is tuned so that the heat transfer to the
system, via the heat exchangers, just balance the heat added by the pumps and the heat
loss to the ambient, justifying the assumption of an adiabatic system. In this way the
temperature/pressure is controlled in a stable and accurate way. The net heat loss, or
gain, depends on the pumps’ rotational speed (i.e., the flow rates), the operating tem-
perature and the ambient temperature (heat loss/gain). The temperature of the coolant
is controlled by combined heating and cooling. The effect of the electrical heater and
the cooling plant enables stable operating temperatures in the range −10 °C to 40 °C if
the ambient temperature is around 10 °C. All pipes and vessels are well insulated.

The main differences between the up-flow and down-flow configurations are the
position of the broad-beam gamma densitometer and the inlet and outlet sections. A
pre-separator is included in the vertical-down setup and the inlet merger is Y-shaped.
In the vertical-up setup, there is no outlet pre-separator, only the Y-split, and the inlet
merger is a joint of two half-circles made by steel tubes, see Figure 1 for an outline.
The gas and liquid phases are drawn from, respectively, the top and the bottom of the
main separator and conveyed as single-phase fluids, in separate feed lines, to the inlet
merger of the test section. From a view cell on the liquid feed line, we can observe
that no bubbles are present in the liquid, i.e., no boiling has taken place. From tem-
perature measurements just upstream of the merger, we can also verify that both fluid
phases have temperatures that closely correspond to the vapour-liquid equilibrium line.
This means that no flashing or condensation should take place when the gas and liquid
streams are merged.

The objective of the experimental campaign was threefold, namely, to measure the
pressure drop, to measure the liquid holdup, and to detect the flow regime at differ-
ent volumetric phase fluxes. The liquid holdup was measured using a broad-beam
γ-densitometer and a single camera X-ray setup. From the measured holdup, the phase
slip factor (ug/u`) can be calculated. A narrow-beam γ-densitometer is included in
the flow loop setup, giving supplementary information on the liquid holdup, primarily
used to evaluate the flow development. Using the X-ray results and images from a
high-speed camera, visualizing the flow through a sight glass, the flow regimes were
manually determined. The overall pressure drop was determined by averaging meas-
urements from six piezoresistive differential pressure sensors. With the liquid holdup
measured by the X-ray system as input, the overall pressure drop was split in a hy-
drostatic and friction contribution using densities predicted by the Span and Wagner
(1996) equation of state (EOS).

In addition to the geometry (upward or downward flow), the main experimental
parameters are the volumetric gas flux, jg, and volumetric liquid flux, j`. The test
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(a) Process design layout for vertical downward flow with
indication of the gamma densitometers and X-ray locations,

(b) Instrumentation of the test pipe for ver-
tical upward experiments with indication of
instrument locations.

Figure 1: Schematic of the FALCON test facility located at the Institute for Energy Technology (IFE).
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Table 1: Estimated measurement uncertainties in input and measured data.

Property Type Uncertainty

Pipe diameter Absolute ± 0.1 mm
Absolute pressure Relative ± 1.5 %
Delta pressure Relative ± 7 %
Temperature Absolute ± 1.0 °C
Liquid holdup – Broad-beam γ-meter Absolute ± 0.02
Liquid holdup – Narrow-beam γ-meter - ± 0.035
Liquid holdup – X-ray system Absolute ± 0.03
Liquid volumetric flux Relative ± 4 %
Gas volumetric flux Relative ± 3 %

matrix consisted of all combinations of jg ∈ {0.2, 0.4, 0.6, 1.3, 2.0, 3.0, 4.0} m s−1, and
j` ∈ {0.15, 0.3, 1.0, 2.0, 3.0} m s−1. The phase mass flows are measured using Coriolis
flow meters, and volumetric fluxes are calculated from density estimates.

The critical pressure of CO2 is 73.8 bar, and since the pressure in the experiments
is relatively close to that, the gas and liquid thermophysical properties are similar. The
liquid-to-gas density ratio is ρ`/ρg = 2.83 while the viscosity ratio is about the same;
µ`/µg = 2.75. The surface tension at this pressure is only approximately 0.5 mN m−1.
The phase slip factor in these experiments is therefore expected to be close to one,
ug/u` ≈ 1.

The main experimental uncertainties are listed in Table 1, and they have been estim-
ated following the ISO Guide to the expression of uncertainty in measurement (Joint
Committee for Guides in Metrology, 2008). The uncertainty in the measurements (flow
stability, data acquisition, etc.) is handled as a Type A standard uncertainty with normal
distribution of data, while instrument accuracies (datasheets, previous experience, cal-
ibrations, inter-comparisons, etc.) are handled as Type B standard uncertainties, with
rectangular distribution. A coverage factor of 2 has been used to get 95 % confidence.
For the flow rates, the contribution from Type A and Type B to the combined uncer-
tainty varies with the magnitude of the flow rates. For the pressure and differential
pressures, Type B dominates over Type A in the combined uncertainties. The holdup
uncertainties are based on calibrations and long term experience, while the temperat-
ure uncertainties are based on the sensor accuracy and comparisons with redundant
sensors.

3. Models

Since, in this work, we study vertical two-phase flow where the two phases have
relatively similar thermophysical properties, the key models for simulation purposes
are those for friction and phase slip, in addition to the property models, which we
briefly discuss in the following.

One-dimensional single-component two-phase flow with equilibrium in pressure,
temperature and chemical potential can be described by mass conservation and mo-
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mentum and energy balance equations as follows.
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Herein, αk is the volume fraction of phase k and ρ denotes density, P denotes pressure
and u is the velocity. The total specific energy includes the internal, kinetic and poten-
tial energy; êk = ek + 1/2u2

k + gy, where g is the gravitational acceleration and y is the
elevation. In the momentum equation, gx is in the axial direction of the pipe.

The enthalpy is hk = ek + P/ρk. The subscript m denotes (multi-phase) mixture
quantities. For example, the mixture density is ρm =

∑
k αkρk. Q is the heat flux

transferred to the fluid through the pipe wall and F is the wall friction. In this work,
we will assume adiabatic flow, Q = 0.

In addition to the above equations, to close the system, one needs a slip relation,
i.e., a model for the difference between the phasic velocities, and an equation of state.

3.1. Friction models

For single-phase flow, the wall friction, F, is commonly calculated as

F = fk
ṁ|ṁ|
2ρkd

, (4)

where fk is the Darcy friction factor, ṁ = ρu is the mass flux, and d is the inner pipe
diameter.

Two-phase friction models can be classified based on assumptions and modelling
approach (see Collier and Thome, 1994; Hewitt, 2011). The simplest approach is that
of the homogeneous model, where the phases are assumed to be well mixed so they
can be treated as a single phase, and the friction can be described using a friction
factor obtained from the Reynolds number based on the gas-liquid mixture properties
– essentially replacing k by m in (4). Here, the Reynolds number is calculated using a
mass-based harmonic average of the phase viscosities,

1
µm

=
x
µg

+
1 − x
µ`

, (5)

where x denotes the gas mass fraction based on the mass fluxes.
Several empirical modifications to obtain a two-phase friction factor have been

suggested. One commonly used model is the Beggs and Brill (1973) correlation, which
employs correction factors to the single-phase no-slip friction factor based on flow
regime and inclination.

Another main approach is that of separated flow, i.e., where the gas and liquid flow
are accounted for separately, each with its own velocity and area fraction of the channel
cross section. Here, the wall friction is often modelled as

F = f`
ṁ|ṁ|
2ρ`d

Φ, (6)
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where ` denotes the liquid phase and Φ is a two-phase friction multiplier. One com-
monly used separated-flow friction model is that of Friedel (1979).

In principle, more accurate friction predictions can be achieved using phenomen-
ological models, where the flow regime is identified, and separate adapted models are
applied accordingly. The friction model employed in the RELAP5 model is one ex-
ample (RELAP5 Development Team, 1995), but will not be further evaluated in this
work.

All friction models will require the calculation of single-phase friction factors based
on Reynolds number and relative pipe roughness. In this work we will, as default, use
the explicit formula of Haaland (1983) to calculate the Darcy friction factor, instead of
iteratively solving the more accurate Colebrook-White equation (see e.g. White, 1994).

3.2. Drift-flux models
The basic idea of drift-flux modelling is that the gas velocity, ug, can be related to

the volumetric flux, j = αgug + α`u`, of the mixture and a drift velocity, ugd, taking
into account the difference between the mixture flux and the gas velocity, including
the buoyancy effect. The drift-flux concept was first introduced by Zuber and Findlay
(1965) for 1D flow, and due to its simplicity, many correlations have been developed
for predictions of phase slip and holdup in two- and three-phase flow.

The gas velocity correlation in the drift-flux formalism is usually given as

ug = C0 j + ugd, (7)

where the profile parameter C0 correlates the effect of cross-sectional velocity and hol-
dup profile information, and ugd is the drift velocity describing the local phase slip.
According to Zuber and Findlay (1965), 1.0 ≤ C0 ≤ 1.5. In our simulation code, the
ugd term is implemented such that it gives a positive contribution against gravity.

In this work, we evaluate three different slip models. First, we have implemented
the Zuber and Findlay (1965) model for the churn-turbulent bubbly regime,

ug = 1.18 j + 1.53
[
σg∆ρ

ρ2
`

]1/4
. (8)

Herein σ is the surface tension and ∆ρ = ρ` − ρg.
Second, we consider the model of Shi et al. (2005b), which was developed for

vertical to near horizontal flow of oil/gas/water based on experimental data from large-
diameter pipes. The third model included is the one of Pan et al. (2011a,b), which is
an adaptation of the Shi et al. (2005b) model for CO2 flow in wells. Here, we label this
model T2Well.

3.3. Dimensionless parameters
For vertical multiphase flows, the Froude number, relating inertia to gravity, is a

significant parameter. Several formulations are possible. Here we use

Frm =
u2

m

gd
, (9)

where um = ṁ/ρm is the mass-weighted mixture velocity. In this subsection, the mix-
ture properties are calculated using volume fractions for homogeneous (no-slip) flow.
This definition is employed in the Friedel (1979) and Beggs and Brill (1973) correl-
ations. At times a density-dependent prefactor is included in the Froude number for
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multiphase flows, see e.g. Farokhpoor et al. (2020). Since in the present experiments
the gas and liquid densities are almost constant, such a prefactor is not included here.

A multitude of different Reynolds numbers are in use for multiphase flows. The
Friedel (1979) correlation employs a gas-only and a liquid-only Reynolds number, cal-
culated assuming that the whole mass flow is gas, and liquid, respectively. In the Beggs
and Brill (1973) correlation and in the homogeneous model, the two-phase mixture
Reynolds number is calculated as

Rem =
ρmumd
µm

, (10)

although with the difference that in the homogeneous model, we employ the relation
(5) for the two-phase mixture viscosity, whereas in Beggs and Brill (1973), a volume
average of the phasic viscosities is used. It is also common to calculate gas and liquid
Reynolds numbers based on the volumetric fluxes,

R̃ek =
ρk jkd
µk

. (11)

In the present experiments, we have Rem ∈ {1.9 × 105 . . . 3.6 × 106}, R̃eg ∈ {1.0 ×
105 . . . 2.2 × 106}, R̃e` ∈ {8.4 × 104 . . . 1.6 × 106}.

The experimental pressure gradient data can be normalized by the dynamic pressure
based on the mixture velocity and density as follows.

C =

∣∣∣∆P
∆x

∣∣∣ d
1
2ρmu2

m
. (12)

This definition will be employed in Section 4.4.

3.4. Thermophysical property models

In this work, the highly accurate Helmholtz-type equation of state (EOS) of Span
and Wagner (1996) for CO2 has been used. The EOS is used to calculate what phases
are stable, and the densities and energies of the existing phases.

The viscosity of pure CO2 for conditions relevant for transport and capture is de-
scribed using the correlation of Fenghour et al. (1998) to an accuracy below 2 %. The
thermal conductivity of pure CO2 is correlated to a similar degree of accuracy by Veso-
vic et al. (1990). The gas-liquid interfacial surface tension is modelled using the cor-
relation of Rathjen and Straub (1977).

For the flash calculations, we utilize our framework for calculation of thermody-
namic properties (Wilhelmsen et al., 2017; Hammer et al., 2020). The framework
interface the TREND thermodynamics library (Span et al., 2016) for the Helmholtz
EOS.

3.5. 1D fluid flow simulator

The non-linear system of governing equations for the flow (1)–(3) are discretized on
a regular forward-staggered grid using a first-order upwind-type finite-volume method
similar to the one discussed by Zou et al. (2016). The resulting discrete equation sys-
tem is solved by a Jacobian-free Newton–Krylov method as discussed by Knoll and
Keyes (2004). Here we employ the PETSc library (Balay et al., 1997, 2018) using
the SNESNEWTONLS method, which is a Newton-based nonlinear solver that uses a line
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Figure 2: Measured holdup plotted versus homogeneous holdup for the upward flow experiments.

search. Within this method, the BiCGStab (stabilized version of bi-conjugate gradi-
ent) method with SOR (successive over-relaxation) as a preconditioner is employed.
Further details on the model and methods can be found in Munkejord et al. (2020).

To obtain the results presented in the following, we employed a grid of 20 cells,
running the simulations for 200 s to arrive at the steady-state solution.

4. Results and discussion

In the following we will present our experimental data relevant for CO2 well flow,
and compare experimental results to the models for friction and slip presented in Sec-
tion 3.

4.1. Experimental data

4.1.1. Liquid holdup
In Figure 2, we have plotted the measured holdup, based on the X-ray system,

against the homogeneous holdup for the upward flow geometry. The homogeneous
holdup is simply the fraction of the liquid volumetric flux to the total volumetric flux
in each experiment. From this plot we can get qualitative information regarding phase
slip. If the gas velocity is larger than the liquid velocity, the measured holdup will be
larger than the input homogeneous holdup, and the experimental data points will lie to
the left of the dashed no-slip line. The figure shows that except for the experiments with
an inlet holdup less than 20 %, for which gas accumulation and u` > ug is registered,
the flow is essentially no-slip. The experiments with low inlet liquid holdup will have a
high relative uncertainty in the holdup measurements, as the measurement uncertainty
is absolute, see Table 1. The experiments with an inlet holdup less than 20 %, are
therefore most likely also no-slip.

In Figure 3, we have plotted the measured holdup, based on the X-ray system,
against the homogeneous holdup for the downward flow geometry. The figure shows
that except for 2–3 outliers, all experiments have liquid accumulation and ug > u`. As
the liquid density is approximately 2.8 times the gas density, and the gravitational force
would favour u` > ug, this is slightly surprising.
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Figure 3: Measured holdup plotted versus homogeneous holdup for the downward flow experiments.

Table 2: Flow regime description.

Flow regime Description

Bubble Liquid-continuous flow with entrained gas bubbles
Droplet Gas-continuous flow with entrained liquid droplets/drops
Annular Liquid-rich near the wall with a gas-rich core, not necessarily gas continuous
Annular-bubble Little gas in the annular region near the wall, bubble flow in the centre
Cap bubble Bubble flow where small bubbles have coalesced into larger cap bubbles
Churn Bubble flow with larger, ‘chaotic’ gas structures

4.1.2. Flow regime
The flow regimes for these experiments are dominated by the gas and liquid phases

being well mixed. The phases are observed to be segregated only to a very small extent.
This is presumably because of the low density differences and low surface tensions.
The following measurements are used to support the flow regime determination:

• holdup and δp/δx time series, which will indicate intermittent flow behaviour

• the optical videos (very short recording time)

• X-ray projections of phase distribution (27 seconds side view projections)

Since there was very little intermittency in the flow and the videos were to limited
help, the flow regime findings are mainly based on the X-ray projections. It must be
admitted that the flow regimes are encumbered with significant uncertainties and that
they involve guesswork.

The flow regime map identified for the upward flow is shown in Figure 4, and the
flow regime map for downward flow is shown in Figure 5. A qualitative description of
the flow regimes is given in Table 2. In both figures, we see gas-continuous flow with
entrained liquid droplets/drops at high volumetric gas flux. For low volumetric gas
flux, the flow is mostly liquid continuous or a chaotic gas-liquid mixture. Some points
also indicate segregated annular flow, but there is no clearly defined annular region in
the flow-regime maps.

4.2. Comparison of experimental data and calculated results
To evaluate slip and friction models, our dynamic 1D flow simulator, Section 3.5,

was configured to match the experimental flow geometries and simulated to steady
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Figure 4: Flow regime observed in experiments with upward flow.
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Figure 5: Flow regime observed in experiments with downward flow.

state. As boundary conditions for the simulations, the mass flow for each phase was
specified at the inlet and the pressure was specified at the outlet. The pipe was initial-
ized with a saturated state defined by the exit pressure, with a homogeneous flow based
on the inlet condition. The pipe was considered to be adiabatic.

In this work, we have tested four models for pipe friction, as tabulated in Table 3.
The original Friedel (1979) correlation includes an explicit equation for the friction
factor that does not include the effect of pipe roughness. As the relative surface rough-
ness in the experimental setup is high, it was deemed relevant to use the Friedel correl-
ation with both the original friction factor model and the Haaland model.

Further, we have tested four models for gas-liquid slip, as displayed in Table 4,
where only the T2Well correlation is explicitly developed for CO2 flow.

4.2.1. Liquid holdup vs. gas volumetric flux
This section presents the calculation results for the different slip models presented

in Table 4. The frictional pressure drop is calculated by the Friedel (Haaland) correla-
tion.

Table 3: Friction models considered.

Model Description

Homogeneous Friction calculated as for single-phase flow, using gas-liquid mixture properties.
Friedel The Friedel (1979) friction model.
Friedel (Haaland) Friedel (1979) correlation with Haaland (1983) friction factor.
Beggs & Brill Two-phase friction factor correlation of Beggs and Brill (1973).
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Table 4: Slip models considered.

Model Description

no-slip Homogeneous flow (u` = ug)
Shi Drift-flux correlation flow of oil/gas/water based on large-pipe experimental data (Shi et al.,

2005b).
T2Well Adaption of Shi model for CO2 well flow (Pan et al., 2011a,b).
Zuber Equation (65) of Zuber and Findlay (1965). See Equation (8).

Figure 6 presents the downward-flow measured and calculated liquid holdup as a
function of gas volumetric flux, jg, with error bands indicating the estimated experi-
mental uncertainty. Each sub-figure is generated for an approximately constant liquid
volumetric flux, j`. We observe that there is quite good agreement between models
and experiments, but most of the models predict too low liquid holdup, which would
correspond to an underprediction of the phase slip. The T2Well model is seen to un-
derpredict the holdup for low volumetric fluxes, i.e., for j` at 0.3 m s−1 or below and jg
below about 1.3 m s−1. The no-slip model, the Zuber-Findlay model and the Shi model
have similar overall performance in this case, although Zuber-Findlay has a tendency
to overprediction for high gas volumetric fluxes and the other models have a tendency
to underprediction. The result is consistent with the fact that the measurements show
some tendency towards ‘liquid accumulation’, and it indicates that the estimated drift
velocity is low.

Figure 7 shows the upward flow measured and calculated liquid holdup as a func-
tion of gas volumetric flux, jg. We observe that the Zuber-Findlay model overpredicts
the phase slip, consistently giving a too large liquid holdup. Given the qualitative res-
ults shown in Figure 2, it is not surprising that the no-slip model gives the best fit with
the experiments. The figure also shows an overprediction in holdup from both the Shi
and the T2Well model. This is a result of those models predicting a larger slip (ug − u`)
than what is the case in the experiment. For those models, the deviation is largest for
low volumetric fluxes, i.e., for j` at or below 0.3 m s−1 and jg below 0.6 m s−1.

4.2.2. Pressure drop vs. gas volumetric flux
In addition to liquid holdup, the experimental results include the overall pressure

change along the pipe. Given the measured holdup, the hydrostatic pressure contribu-
tion is calculated, and the frictional pressure drop can be determined under the assump-
tion that only friction and gravity contribute to the pressure gradient.

This section presents the calculation results employing the friction models of Table 3.
In these calculations, no slip between the phases is assumed.

Figure 8 shows the downward-flow measured and calculated frictional pressure
gradients as a function of gas volumetric flux, jg, with error bands indicating the estim-
ated experimental uncertainty. The Beggs & Brill model consistently overpredicts the
friction. This is also the case for the homogeneous model, but the overprediction is sig-
nificantly smaller. The Friedel and Friedel (Haaland) models underpredict the friction
for liquid volumetric fluxes over 1 m s−1, while there is quite good agreement between
the Friedel (Haaland) model and experiments for lower liquid volumetric fluxes, and
good agreement in general for low gas volumetric fluxes.

We observe that the experimental uncertainty is significant, especially for low fluxes.
One reason for this is that the experiment measures the total pressure difference, and the
frictional pressure drop is calculated by subtracting the contribution of gravity, which in
this case is the dominant part. However, the good agreement between the correlations
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(e) j` = 2.77 m s−1.

Figure 6: Downward flow: Measured and calculated liquid holdup, α`, as a function of gas volumetric flux,
jg, for varying liquid volumetric flux, j`.
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Figure 7: Upward flow: Measured and calculated liquid holdup, α`, as a function of gas volumetric flux, jg,
for varying liquid volumetric flux, j`.
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Figure 8: Downward flow: Measured and calculated negative frictional pressure gradient as a function of gas
volumetric flux, jg, for varying liquid volumetric flux, j`.

and the experiments at low gas volumetric fluxes, may indicate that the experimental
uncertainty is somewhat overestimated.

Figure 9 shows the upward-flow measured and calculated (negative) frictional pres-
sure gradient as a function of gas volumetric flux, jg. There is fair agreement between
models and experiments, with some exceptions: In this case, the Friedel model seems
to generally underpredict the friction for the higher liquid volumetric fluxes, whereas
the Beggs & Brill model overpredicts the friction for the higher gas volumetric fluxes.
Further, none of the models are able to predict the friction trends for jg below 0.6 m s−1

and j` at 1.0 m s−1 and lower, where the measured friction is much higher than the
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Figure 9: Upward flow: Measured and calculated negative frictional pressure gradient as a function of gas
volumetric flux, jg, for varying liquid volumetric flux, j`.

model predictions. Nevertheless, the deviations in this region are smaller than the ex-
perimental uncertainty.

4.3. Quantitative model performance

In order to quantify the model performance, we calculate the root-mean-square
(RMS) deviation (or 2-norm) between the model prediction, ycalc, and the experimental
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Table 5: RMS deviations between calculations and experiments for liquid holdup (–).

Data no-slip T2Well Zuber Shi

downward, all data 0.025 0.059 0.028 0.027
downward, j`=0.15 m s−1 0.036 0.072 0.035 0.026
downward, j`=0.30 m s−1 0.017 0.082 0.034 0.026
downward, j`=1.00 m s−1 0.021 0.053 0.025 0.030
downward, j`=2.00 m s−1 0.022 0.038 0.021 0.028
downward, j`=2.77 m s−1 0.022 0.033 0.020 0.027

upward, all data 0.015 0.061 0.075 0.036
upward, j`=0.15 m s−1 0.020 0.101 0.098 0.059
upward, j`=0.30 m s−1 0.017 0.086 0.097 0.050
upward, j`=1.00 m s−1 0.011 0.028 0.063 0.011
upward, j`=2.00 m s−1 0.016 0.019 0.053 0.016
upward, j`=2.77 m s−1 0.011 0.016 0.048 0.012

measurement, yexp:

δrms =

√√
1
n

n∑
i=1

(
ycalc,i − yexp,i

)2
. (13)

4.3.1. Liquid holdup
Table 5 gives the root-mean-square deviation between the holdup predictions and

the experimental holdup from the X-ray measurements. For upward flow, the no-slip
model performs best overall, whereas the no-slip model, the Zuber-Findlay model and
the Shi model perform similarly for downward flow. The same can be seen from
Figures 10 and 11, where the performance of the different models are visualized by
plotting predicted holdup against measured holdup, for downward and upward flow,
respectively. The figures include dashed lines indicating ±30% deviation. Figure 10c
shows that the T2Well model underpredicts the holdup for downward flow, and from
Figure 11c we see that the same model overpredicts the holdup for upward flow. We
observe from Figures 10d and 11d that the Zuber-Findlay model slightly overpredicts
the holdup for downward flow, whereas the overprediction is large for upward flow
at low volumetric fluxes. The no-slip model, on the other hand, predicts the upward
flow rather well (Figure 11a) whereas it underpredicts the holdup for downward flow
(Figure 10a). The Shi model performs similarly to the T2Well model for high meas-
ured holdups, but for low holdups, it has a lower underprediction for downward flow
(Figure 10b) and a lower overprediction for upward flow (Figure 11b).

4.3.2. Frictional pressure drop
Table 6 displays the root-mean-square deviation between the calculated and meas-

ured frictional pressure gradient. The Friedel (Haaland) model and the Beggs & Brill
model perform better for upward than for downward flow. The homogeneous model is
by far the best for the downward flow, while the homogeneous model, Friedel (Haa-
land) and Beggs & Brill have a similar performance for upward flow.

From the error plots for the downward flow in Figure 12, we observe that the ho-
mogeneous model (Figure 12a) is the only model with the correct behaviour at high
volumetric fluxes, where both variants of the Friedel model (Figures 12b and 12c) un-
derpredict the friction. The Beggs & Brill model (Figure 12d) consistently overpredicts
the pressure drop.
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(a) No-slip model.
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(b) Shi model.
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(c) T2Well model.
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(d) Zuber-Findlay model.

Figure 10: Downward flow: Comparison between measured and computed liquid holdup for different slip
models.

From the error plots for the upward flow in Figure 13, we see that all models be-
have reasonably well, except the Friedel model (Figure 13b), which underpredicts the
friction due to the lack of a term for the pipe roughness.

Table 6: RMS deviations between calculated and measured frictional pressure gradient (kPa m−1).

Data Homogeneous Friedel Friedel (Haaland) Beggs & Brill

downward, all data 0.123 0.642 0.398 0.644
downward, j`=0.15 m s−1 0.138 0.090 0.129 0.378
downward, j`=0.30 m s−1 0.082 0.157 0.075 0.320
downward, j`=1.00 m s−1 0.138 0.332 0.159 0.533
downward, j`=2.00 m s−1 0.091 0.824 0.527 0.739
downward, j`=2.77 m s−1 0.152 1.113 0.682 1.000

upward, all data 0.293 0.640 0.250 0.357
upward, j`=0.15 m s−1 0.128 0.125 0.146 0.158
upward, j`=0.30 m s−1 0.155 0.156 0.197 0.218
upward, j`=1.00 m s−1 0.210 0.295 0.215 0.335
upward, j`=2.00 m s−1 0.334 0.726 0.233 0.414
upward, j`=2.77 m s−1 0.484 1.181 0.389 0.529
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(a) No-slip model.
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(b) Shi model.
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(c) T2Well model.
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(d) Zuber-Findlay model.

Figure 11: Upward flow: Comparison between measured and computed liquid holdup for different slip
models.

4.4. Differences between upward and downward flow

As was observed in Figures 4–5, the differences in flow regime between upward
and downward flow are limited in the present case. A main reason for this is the low
values for the gas/liquid property ratios, µ`/µg and ρ`/ρg, both approximately equal to
2.8. Nevertheless, some differences between upward and downward flow can be seen.
To illustrate this, in Figure 14 we have plotted the dimensionless frictional pressure
drop as a function of mixture Froude number, for both upward and downward flow.
It is a clear trend that the frictional pressure drop is higher for upward flow. We also
observe that the data, particularly for upward flow, appear to be well correlated by the
Froude number. For downward flow, there is more scatter, which might be related to
flow-regime variations, or the increased experimental uncertainty due to the fact that
friction and gravity have opposite effects.

A further illustration is given in Figure 15, where upward and downward flow data,
for the highest and lowest liquid volumetric flux. It can be seen that for the liquid
holdup (Figure 15b), the differences are small and mostly within the experimental un-
certainty. This is consistent with the observation made for Figures 2–3. However, for
the frictional pressure drop (Figure 15a), the values are higher for upward flow. This
tendency is more significant for the higher liquid volumetric flux. By inspecting Fig-
ures 8–9, we see that the Friedel correlation (both versions) captures this trend, at least
for higher gas volumetric flux. The Beggs & Brill correlation captures the increased
frictional pressure drop for upward flow only to a smaller extent. The homogeneous
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(b) Friedel model.
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(c) Friedel model with Haaland friction factor.
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(d) Beggs & Brill model.

Figure 12: Downward flow: Comparison between measured and computed frictional pressure drop for dif-
ferent friction models.

model only caters for two-phase flow via the liquid holdup and therefore does not pre-
dict any difference between upward and downward flow.

5. Conclusion

Measurements of liquid holdup, pressure drop and flow regime have been made for
upward and downward flow of CO2 in a pipe of inner diameter 44 mm at a pressure
of 6.5 MPa. While this pressure is relatively close to the critical pressure (7.38 MPa),
giving small differences in the thermophysical properties of gas and liquid, we expect
the flow to be genuinely two-phase. This condition is relevant for CO2-injection wells,
which may well be operated such that part of the well contains CO2 in a two-phase
state.

The experimental results indicate that the flow is close to no-slip – within the exper-
imental uncertainty. We have compared the experimental data to well-known models
for phase slip and frictional pressure drop. The results show that overall, the best
model is the simplest one – the fully homogeneous approach, in which no slip is as-
sumed and the friction is calculated simply by employing gas-liquid mixture properties
in the single-phase friction model.

In particular, the homogeneous model performs best for liquid holdup for upward
flow and for frictional pressure drop for downward flow. For frictional pressure drop
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(a) Homogeneous model.
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(c) Friedel model with Haaland friction factor.
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(d) Beggs & Brill model.

Figure 13: Upward flow: Comparison between measured and computed frictional pressure drop for different
friction models.
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Figure 14: Dimensionless frictional pressure gradient versus mixture Froude number.
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Figure 15: Measured frictional pressure drop and liquid holdup: Comparison between upward and downward
flow.

for upward flow, and for liquid holdup for downward flow, several models performed
similarly.

The fact that the homogeneous model worked best overall, indicates that the other
models tested do not correctly capture the flow behaviour when the gas and liquid phase
properties become similar close to the critical point.
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