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Abstract

It is key in several industrial applications to accurately describe rapid depressur-
ization of liquid and dense phase states. Examples include refrigeration systems,
nuclear reactor cooling and CO2 capture and storage (CCS). It is expected that large-
scale CO2 pipeline transportation must be deployed as a vital part of reaching net
zero emissions by 2050. During rapid depressurization of liquid-like CO2, boiling will
in many cases occur out of equilibrium, at a lower pressure than the local saturation
pressure. Capturing the non-equilibrium effects is necessary to predict outflow rates
and the resulting pressure and temperature inside the pipe. In the present work,
we quantify the non-equilibrium effects by studying a series of CO2 pipe depres-
surization experiments from liquid-like states at initial temperatures from 10 °C
to 40 °C. We compare the experimental results to predictions of the homogeneous
equilibrium model (HEM) and a homogeneous relaxation-type non-equilibrium model
(HRM*) where the mass-transfer rate from liquid to gas is tuned by a relaxation time.
The relaxation time was found to decrease for increasing temperatures, and it was
observed to be approximately 60 times longer for the coldest experiment than for
the warmest one.
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Nomenclature

Latin letters
c Speed of sound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

C̃p Heat capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J K−1

Cp Specific heat capacity . . . . . . . . . . . . . . . . . . . . . . . . . . J K−1 kg−1

E Total energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J m−3

e Specific internal energy . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

F Flux vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -
F Friction force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−3

G Free energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J
h Specific enthalpy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J kg−1

J Nucleation rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m−3 s−1

K Kinetic prefactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m−3 s−1

kB Boltzmann’s constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J K−1

m Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg
p Pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MPa
Q Heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . W m−3

r Radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
s Specific entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J K−1 kg−1

S Source term vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -
S Wave speed estimate for HLLC solver . . . . . . . . . . . . . . . . . . . m s−1

T Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K
t Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
u Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m s−1

U Vector of conserved variables . . . . . . . . . . . . . . . . . . . . . . . . . . . -
x Spatial coordinate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
xg Mass fraction of gas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg/kg

Greek letters
α Volume fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m3/m3

Γ Mass-transfer source . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−3 s−1

γ Grüneisen parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa m3 J−1

ρ Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg m−3

ρ̃ Number density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m−3

σ Surface tension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m−1

θ Relaxation time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s

Subscripts
C Contact discontinuity
crit Critical
g Gas/vapor
i Index of grid cell/finite volume in finite-volume method
L Left (of cell boundary)
ℓ Liquid
R Right (of cell boundary)
sat Saturation
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Superscripts
n Time step index in finite-volume method
∗ Critically-sized embryo of new phase

Abbreviations
BBC Bernoulli-choking-pressure boundary condition
CCS CO2 capture and storage
RDF Running ductile fracture
CNT Classical nucleation theory
ECCSEL European Carbon Dioxide Capture and Storage Laboratory Infrastructure
EOS Equation of state
FVM Finite-volume method
HEM Homogeneous equilibrium model
HLLC Harten-Lax-van Leer Contact
HRM Homogeneous relaxation model
SHL Superheat limit

1. Introduction

CO2 capture and storage (CCS) has been identified as one of the necessary tools
to mitigate climate change (IPCC, 2022; IEA, 2021, 2022). IEA (2022) describes a
global pathway to reach net zero global emissions by 2050. In this pathway, several
gigatonnes of CO2 must be captured and stored annually. As the CO2 capture plants
and storage sites will generally not be co-located, CO2 will need to be transported by
pipelines, ships or other means. For pipeline transportation, the CO2 will mostly be
in the liquid phase at supercritical pressures (Cosham and Eiber, 2008; Roussanaly
et al., 2013). Should the CO2 be depressurized from this state, it will start boiling.
Boiling due to depressurization is often called flashing. A depressurization event may
occur during planned operations, e.g., when releasing some CO2 through a pressure
relief valve, or as an accident, e.g., due to a pipe fracture. The resulting pressure,
temperature, sound speed and mass flow of the CO2 during the depressurization will
be strongly affected by the flashing process. Current engineering tools commonly
assume that flashing occurs at equilibrium. However, experimental data indicate that
flashing often happens at a lower pressure than expected for an equilibrium process
(Pinhasi et al., 2005). These effects need to be accounted for in new engineering tools
for the safe and economical design and operation of CO2-transport pipelines. Similar
non-equilibrium considerations are also relevant for, e.g., nuclear reactor cooling
systems (Edwards and O’Brien, 1970), refrigeration systems (Banasiak and Hafner,
2013), and other industrial systems operating with compressible fluids that will boil
if they are depressurized (Liao and Lucas, 2017).

One of the key safety elements for the design and operation of pipelines with
compressible fluids is the prediction of running ductile fracture (RDF). A running
ductile fracture is a process where an initial defect in the pipe develops into a fracture
which runs along the pipe, sustained by the pressure forces from the escaping fluid,
see Aursand et al. (2016a). When the depressurization through the fracture causes
flashing, the reduction in pressure is abruptly slowed down as vapor is produced and
expands. During two-phase flow, a relatively high pressure is maintained and large
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forces will be available to sustain an RDF. For large-scale CO2 pipe rupture tests,
the crack-tip pressure has been reported to be over 20% lower than expected based
on equilibrium assumptions (Michal et al., 2020). Recent work by Skarsvåg et al.
(2023) shows that estimates of the crack-tip pressure can be significantly improved
by taking into account non-equilibrium flashing. At bends and valves of the pipeline,
dry-ice will also form which can cause blockage of the flow and may pose a safety
risk. Martynov et al. (2018) present experiments and models on the solid formation
of CO2 during depressurization. In the present work, we focus on the first instants
of depressurization where the pressure remains above the triple point and dry-ice
has not yet formed.

It has been observed in several depressurization experiments with various fluids
that flashing occurs out of equilibrium (Pinhasi et al., 2005). Such experiments are
also called flashing experiments or blowdown experiments. In such experiments,
it is observed that the pressure becomes lower than the local saturation pressure
before flashing begins. This is referred to as a “pressure undershoot”. Equivalently,
the temperature becomes higher than the local boiling-point temperature, and the
fluid is denoted as “superheated”. Both of these terms, pressure undershoot and
superheat, quantify the degree of non-equilibrium reached during the depressuriza-
tion. In Figure 1, we show an example of a depressurization path where a pressure
undershoot is attained and the liquid becomes superheated before flashing begins.
Such “delayed” flashing is also observed for CO2 depressurization experiments and
large-scale CO2 pipe-rupture tests (Botros et al., 2016; Munkejord et al., 2020; Michal
et al., 2020).

In order to incorporate delayed flashing in depressurization simulations, non-
equilibrium models must be applied. This requires determining appropriate closure
relations describing the mass-transfer rates between liquid and gas, which has
been shown to be challenging (Pinhasi et al., 2005; Liao and Lucas, 2017). The
flashing is governed by an array of complex processes including bubble nucleation,
bubble coalescence and break-up and bubble growth. A thorough review on the
current challenges in modeling these terms was conducted by Liao and Lucas (2017).
In particular the bubble nucleation process, or the onset of flashing, is not fully
understood. Though much effort has been made to model the mass-transfer rates,
generally some correlation is applied in the end. Furthermore, the correlations tend
to be specific to the particular case and fluid for which they were fitted.

Research efforts on the simulation of transient CO2 depressurization have fo-
cused on non-equilibrium models with fairly simple correlations for the mass-transfer
rates between the phases that are fitted on a case-to-case basis. Brown et al. (2013)
tested the homogeneous relaxation model (HRM) and later a two-fluid model (Brown
et al., 2014), with simple mass-transfer correlations. The correlations were tuned
to individual experiments using “relaxation times”. Downar-Zapolski et al. (1996)
made a correlation for the relaxation time based on water depressurization through
nozzles. De Lorenzo et al. (2017) slightly modified this correlation to better repres-
ents measured pressure undershoots for steam-water depressurization tests. The
correlation has also been adapted by Angielczyk et al. (2010) for CO2 based on
nozzle-flow measurements of Nakagawa et al. (2009). However, the relaxation time
correlation requires vapor to be present in the flow, and the data of Nakagawa et al.
(2009) is limited to three depressurization paths passing close to the critical point
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Figure 1: Illustration of a possible depressurization path in the liquid/dense liquid phase
before boiling begins in a p-T diagram.

such that the correlation is only valid near the critical point of CO2.
Later work on the simulation of transient CO2 depressurization has focused on

two-fluid models with a new mass-transfer correlation suggested by Liu et al. (2017).
This correlation also requires the tuning of a relaxation coefficient to individual cases.
Variations of this model have been tested by different authors and validated against
data from Test32A of Botros et al. (2016), and optimal relaxation coefficients have
been found in the range 7 s−1 to 15 s−1 (Liu et al., 2017, 2018; Flechas et al., 2020;
Xiao et al., 2020). There is no clear agreement on the choice of relaxation coefficient
even for this single depressurization case. Furthermore, as the degree of superheat
reached in experiments can vary significantly for different initial conditions (Botros
et al., 2016; Munkejord et al., 2020; Quinn et al., 2022), it cannot be expected
that the same coefficient value can be applied for different cases. Without a more
general correlation or otherwise improved closure relation for the mass-transfer rate
between liquid and gas during flashing, the model cannot be applied to make general
predictions on the flashing of CO2 during depressurization.

Hammer et al. (2022) applied the theoretical homogeneous superheat limit to
predict the outflow of CO2 through orifices and nozzles, and reached good agreement
with experiments. In a study of nozzle flow data for both CO2 and water, Wilhelmsen
and Aasen (2022) found a transition in the mechanism determining the limit of
superheat reached (from homogeneous to heterogeneous nucleation) at temperatures
a certain distance below the critical point of the fluid. An initial study by Log
et al. (2022) on some of the experimental data which will be presented in the
present paper indicates that this is also the case for CO2 pipe depressurizations. For
depressurization cases with the warmest initial conditions, the maximum degree of
superheat reached agreed well with the theoretical homogeneous superheat limit
(SHL) estimated by classical nucleation theory. For lower temperatures, the maximum
degree of superheat reached was lower than that predicted by the homogeneous
SHL. In order to develop models that account for this effect, more depressurization
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data are needed for a range of initial temperatures, or rather: initial entropies. Note
that this effect is relevant for other fluids in addition to CO2. Pipe depressurization
experiments have been conducted for both water (Barták, 1990) and R-12 (Winters
and Merte, 1979) at different initial entropies, but they were all conducted at much
colder initial temperatures than the critical point temperature of the fluid, such
that the transition in the mechanism determining the limit of superheat was not
captured.

As summarized by Munkejord et al. (2016, 2020), many rupture and pipe depres-
surization tests for CO2 and CO2-rich mixtures have been conducted and studied
(Armstrong and Allason, 2014; Botros et al., 2013; Brown et al., 2014; Clausen et al.,
2012; Cosham et al., 2012; Drescher et al., 2014; Jie et al., 2012; Guo et al., 2017;
Teng et al., 2016; Gu et al., 2019). More recently, visualization experiments have been
conducted to gain further understanding on the non-equilibrium bubble nucleation
process during the depressurization of pure CO2 in vertical (Hansen et al., 2019;
Ibrahim et al., 2021) and horizontal ducts (Quinn et al., 2022). For the validation of
depressurization simulations, the data of Botros et al. (2016, 2017) and Munkejord
et al. (2020, 2021) are of highest relevance due to the availability of high resolution,
high-frequency pressure data. The experimental data of Botros et al. (2016) and
Munkejord et al. (2020) for pure CO2 cover a sizable range of initial entropies, with
three published experiments each. However, the spread in initial entropies for the
experiments is quite large. The available data may therefore miss important informa-
tion on the different boiling processes occurring for different initial entropies, and
more data are needed to fully capture how the non-equilibrium phenomena vary in
different areas of pressure-temperature space.

In the present work, we present four new pure-CO2 depressurization experiments
conducted at the ECCSEL depressurization facility (ECCSEL, 2021) at a range of initial
temperatures complementing our previous experiments (Munkejord et al., 2020). The
experiments are intended to provide more knowledge on depressurization events
specifically, but they may also help to bring more understanding on flashing flows
in general including steady state flows through nozzles and orifices, for which
there are large uncertainties related to critical flow during flashing. We study how
the non-equilibrium effects change from colder to higher initial temperatures and
compare the results to simulations with a simple non-equilibrium model tuned with
relaxation times. To provide a reference for the pressure undershoot and degree of
superheat observed in the experiments, we also compare the experimental results to
simulations using the homogeneous equilibrium model (HEM). The experimental data
presented in this paper are openly available and can be downloaded from Zenodo
(Log et al., 2023).

The rest of this article is structured as follows: Section 2 provides an over-
view of the scope of the experimental campaign, the experimental setup and the
experimental procedure. Section 3 describes the homogeneous equilibrium and
non-equilibrium models. Section 4 presents the numerical solution method of the
governing equations. Notably, in Section 4.2 a novel boundary method is suggested
which allows for numerical simulations of depressurization cases where the fluid
state passes very close to the critical point of the fluid. Section 5 presents experi-
mental and model results, these are analyzed with respect to non-equilibrium effects.
Section 6 summarizes the main results and provides concluding remarks.
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Table 1: Experimental conditions of the CO2 depressurization tests.

Test no. Pressure avg. (MPa) Temperature avg. (°C) Ambient temp. (°C) Figures

4** 12.54 21.1 22 9, 10, 15c, 16c, 19e
6** 10.40 40.0 6 8, 13a, 14a, 19a
8** 12.22 24.6 9 9, 10, 15b, 16b, 19d
19* 12.47 10.2 18 9, 10, 15e, 16e, 20b
22* 12.48 14.9 14 9, 10, 15d, 16d, 20a
23* 12.19 31.5 15 9, 10, 15a, 16a, 19c
24* 11.56 35.8 10 8, 13b, 14b, 19b

* Present work. ** Munkejord et al. (2020).

2. Scope of test program and experimental setup

In this section, we describe the scope of the test program and provide an overview
of the experimental setup. A more detailed description of the experimental setup
can be found in Munkejord et al. (2020).

2.1. Scope of the test program

In Table 1, we present the experimental conditions of all the depressurization
tests studied in the present work. We present four new experiments (Tests 19, 22, 23,
24), and also study three experiments that were introduced by Munkejord et al. (2020)
(Tests 4, 6 and 8). The complete set of old and new experiments were conducted with
initial temperatures approximately ranging from 10 °C to 40 °C and with an initial
pressure of about 12 MPa. An initial study on the data from Tests 19, 4, 8 and 6
showed that there is a transition in the type of bubble nucleation determining the
maximum superheat reached for these experiments, where the warmer experiments
(Test 4, 8 and 6) agree with the homogeneous superheat limit predicted by classical
nucleation theory, and the coldest experiment (Test 19) does not (Log et al., 2022).
Details on how the homogeneous superheat limit can be estimated are provided in
Appendix A.

An overview of the expected depressurization paths of the tests before boiling
begins is plotted with a solid line in a pressure-temperature diagram in Figure 2. We
also show in dashed lines the depressurization paths for the metastable liquid states.
At temperatures away from the critical point, it is possible to reach further into the
metastable liquid area.

2.2. ECCSEL depressurization facility and test procedure

The ECCSEL depressurization facility (ECCSEL, 2021) consists of a gas supply with
mass flow controllers, a compression and cooling system for achieving the desired
experimental conditions, and a test section with a rupture disk at the open end. The
gas supply allows for a secondary gas to be added to the CO2, but in the present
experiments, only pure CO2 was used. See Munkejord et al. (2021) for results for CO2-
rich mixtures. The test section is a tube made of 11 stainless steel pipes providing
a total length of 61.67 m. These pipes have an inner diameter of 40.8 mm, an outer
diameter of 48.3 mm, and were honed to a mean roughness of Ra = 0.2 µm− 0.3 µm.
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Figure 2: Calculated depressurization paths for the liquid or supercritical state for all the
tests presented in Table 1, assuming isentropic flow. The possible metastable parts of the
depressurization paths are marked with dashed lines.

The tube is wrapped in heating cables and covered with a 60 mm thick layer of
glass wool. The thermal properties of the pipe and insulation layer are provided in
Munkejord et al. (2020). A P&ID diagram is shown in Figure 3a, providing a schematic
overview of the setup. The P&ID is described in detail in Munkejord et al. (2020)
and we here only provide a brief overview, focusing on the test section and the
experimental procedure. The maximum operating pressure of the facility is 20 MPa,
and the current design allows experiments with initial temperatures in the range
from 5 °C to 40 °C.

A rupture disk with a disk holder is installed at the pipe outlet. The specified
burst pressure of the disk is 120 barg ± 5% at 22 °C. For Tests 4, 6, 8, and 24,
X-scored Fike SCRD BT FSR rupture disks were used and for Tests 19, 22, and 23
circular-scored triple-layer Fike HOV BT HL rupture disks were used (see Table 1 for
reference on the test numbers). Images of an X-scored rupture disk and a triple-layer
disk after a depressurization test is shown in Figure 4. The triple-layered disks were
found to open fully more reliably at colder initial temperatures than the X-scored
disks, and were therefore applied for later tests to ensure successful experiments.
The open membrane area of the rupture disks have a diameter of 63 mm, ensuring
that choking will occur at the open end of the pipe. Once the disks are fully open,
the depressurizations are expected to be the same for both types of rupture disks.

The experimental procedure is as follows. First, the rupture disk is installed and
the system is evacuated. Then the test section is filled with CO2 and pressurized.
When the pressure reaches about 70% of the desired value, the fluid is circulated
to achieve a uniform temperature along the test section. The fluid temperature is
controlled using heating elements wrapped around the test section. The pressure
and temperature are then increased at a controlled rate by alternating filling and
circulation of CO2 until the disk ruptures. Upon disk rupture, the inlet valves at the
closed end of the pipe, and outlet valve at the open end of the pipe are automatically
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(a) System (RV: relief valve; OV: one-way valve; PV: pneumatic valve)

(b) Test section (dimensions are not to scale; pipe no. 5–10 and corresponding sensors are omitted.)

Figure 3: Schematic of the ECCSEL depressurization facility.

(a) X-scored rupture disk after test. (b) Triple-layer rupture disk after
test.

Figure 4: Pictures of X-scored and circular-scored triple-layer rupture disks.
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Figure 5: CO2 plume released during depressurization test 4.

closed to stop the circulation/filling. The heating cables are also automatically
turned off at this point. The released CO2 is vented through an exhaust pipe. An
image of the CO2 plume released from Test 4 is shown in Figure 5. The exhaust pipe
is designed with a large enough flow area that it will not disturb the flow from the
pipe.

2.3. Instrumentation

Along the test section of the facility, 16 fast-response pressure transducers and
23 thermocouples are flush-mounted to the inner surface to capture the pressure
and temperature transients during depressurization. The pressure sensors are of
the type Kulite CTL-190(M) and the uncertainty of the pressure measurements has
been estimated to be around 60 kPa with a confidence interval of 95 % (Munkejord
et al., 2020). Most of the pressure sensors are densely distributed close to the open
end to capture the depressurization wave, as shown in Figure 3b. Further details
regarding the sensors, including a table reporting their locations, can be found in
Munkejord et al. (2020). In the present work we only report data from three sensors
located 8 cm, 28 cm and 49.98 m from the pipe’s open end.

The logging frequency of the data from the pressure transducers and thermo-
couples is 100 kHz and 1 kHz, respectively. The high-frequency data are stored from
0.3 s before disk rupture for a 9 s period. After this period, both pressure and tem-
perature are collected at 50 Hz. The reported initial conditions of the experiments
are calculated from the data between 1 ms and 0.5 ms before disk rupture.

For the study of non-equilibrium phase change, the first milliseconds of depres-
surization are of high importance, as this is the time scale where phase change
occurs. For Test 8, the response time of the thermocouples was estimated to be
approximately 30 ms (Munkejord et al., 2020). Therefore, only the pressure data are
studied in the present work. The complete dataset is made available at Log et al.
(2023), and will be relevant to validate flow models accounting for the complete
depressurization process; capturing the temperature in the pipe, the formation of
dry-ice at the closed end of the pipe and dry-out of the liquid. It is beyond the scope
of the present work to study these effects.
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3. Models

We apply two flow models to analyze the experimental results – a homogeneous
equilibrium model (HEM) and a simple homogeneous non-equilibrium model, denoted
HRM*. Based on flow visualization experiments (Brown et al., 2013, 2014; Quinn
et al., 2022) the flow is likely well-dispersed during the time-scale considered here,
so it is reasonable to apply models assuming homogeneously dispersed flow. In the
following sections the models are described in more detail.

3.1. Governing equations

3.1.1. The homogeneous equilibrium model
In the homogeneous equilibrium model (HEM) it is assumed that the phases

present in the flow travel at the same velocity and are in mechanical, thermal and
chemical equilibrium. The governing equations then take the form of the 1D Euler
equations for single-phase compressible inviscid flow, with a mass conservation
equation, a momentum balance equation and an energy balance equation:

∂ρ
∂t

+ ∂(ρu)
∂x

= 0, (1)

∂(ρu)
∂t

+ ∂(ρu
2 + p)
∂x

= ρgx −F, (2)

∂E
∂t

+ ∂((E + p)u)
∂x

= Q. (3)

Here, ρ = αgρg +αℓρℓ is the density of the gas (g) and liquid (ℓ) mixture, u is the
common velocity, p the pressure and E the total energy of the mixture.

E = ρ
(
e+ 1

2
u2
)
, (4)

where e = (αgρgeg +αℓρℓeℓ) is the specific internal energy of the mixture and αk
denotes the volume fraction of phase k ∈ g, ℓ. F is the pipe wall friction and Q is
the heat transferred from the wall of the pipe to the fluid. gx is the gravitational
acceleration in the axial direction of the pipe. We assume that the pipe is completely
horizontal such that gx = 0.

The wall friction is calculated using the Friedel (1979) correlation and the heat
transferred from the pipe wall to the fluid is calculated by solving the heat equation in
the radial direction in a two-layer domain, as described by Aursand et al. (2017). The
in-pipe heat-transfer coefficient is estimated based on the Dittus-Boelter correlation,
see, e.g., Bejan (1993, Chap. 6) and the outside heat-transfer coefficient is estimated
to 4 W m−2 K−1. The main heat transfer effect for the time intervals considered in
the present work is directly from the pipe steel to the fluid. To account for the
enhanced heat transfer due to boiling, the correlation of Gungor and Winterton (1987)
is applied due to its simplicity. For more details on the friction and heat-transfer
modeling, see Munkejord et al. (2021).

In the numerical solution of the governing equations, the two-phase mixture
speed of sound will be needed. The speed of sound is also closely connected to the
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depressurization wave speed, u− c. The two-phase mixture speed of sound of the
HEM can be calculated analytically to be

cHEM =

ρ
 αg
ρgc2

g
+ αℓ
ρℓc2

ℓ
+ TC̃p,g

( 1
ρℓ
− 1
ρg

hg − hℓ
+ γg
ρgc2

g

)2

+ TC̃p,ℓ
( 1
ρℓ
− 1
ρg

hg − hℓ
− γℓ
ρℓc2

ℓ

)2


−1/2

, (5)

where ck =
(
∂pk
∂ρk

)
sk

is the speed of sound, γk the Grüneisen parameter,

γk =
1
ρk

(
∂pk
∂ek

)
ρk
, (6)

C̃p,k the extensive heat capacity

C̃p,k = αkρkCp,k, (7)

and Cp,k is the specific heat capacity of phase k (Flåtten and Lund, 2011, Sec. 6) for
a general equation of state.

3.1.2. The simplified homogeneous relaxation model
In the HEM, full equilibrium is assumed between the phases. However, during

rapid depressurization, the finite mass-transfer rate between the phases is not
always fast enough for equilibrium to be maintained. This can be accounted for
by allowing for some non-equilibrium between the phases. We choose here to
apply a simplified homogeneous relaxation model, which we denote HRM*, where
chemical non-equilibrium is allowed between the phases. Otherwise, we apply
the same assumptions as in the HEM. For the standard HRM, it is assumed that
Tg = Tsat(p) , Tℓ. For the HRM*, we apply the simpler assumption that Tg = Tℓ.
With this simpler assumption, the HRM* belongs in a hierarchy of relaxation models
studied by, e.g., (Flåtten and Lund, 2011; Lund, 2012; Linga and Flåtten, 2019), where
the HRM* is referred to as the pT -relaxed model. The model has been applied by,
e.g., Lund and Aursand (2012); Le Martelot et al. (2014); Saurel et al. (2016); Pelanti
(2022) to simulate boiling flows out of equilibrium.

The HRM* consists of four equations describing the mass balance of gas, mass
balance of liquid, the conservation of momentum for the two-phase mixture and the
conservation of total energy for the mixture:

∂(αgρg)
∂t

+ ∂(αgρgu)
∂x

= Γ , (8)

∂(αℓρℓ)
∂t

+ ∂(αℓρℓu)
∂x

= −Γ , (9)

∂(ρu)
∂t

+ ∂(ρu
2 + p)
∂x

= ρgx −F, (10)

∂E
∂t

+ ∂((E + p)u)
∂x

= Q, (11)
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where Γ is the mass-transfer rate between the phases. For an infinitely fast mass-
transfer rate, the HRM* relaxes to the HEM. The frozen two-phase mixture speed of
sound of the HRM* can be calculated analytically as

cHRM* =
ρ

 αg
ρgc2

g
+ αl
ρlc2

l
+ T C̃p,gC̃p,l

C̃p,g + C̃p,l

(
γg
ρgc2

g
− γl
ρlc2

l

)2
−1/2

, (12)

Lund (2012, Eq. 6.6) for a general equation of state. Here, frozen refers to the mass
fraction of gas being assumed constant. As the HRM* relaxes towards the HEM, the
speed of sound of the model will always be greater than or equal to the speed of
sound in the HEM (Flåtten and Lund, 2011; Lund, 2012). This is referred to as the
subcharacteristic condition.

The mass-transfer source, Γ , is modeled as

Γ = ρxg,sat − xg
θ

, (13)

where xg =
αgρg
ρ

is the mass fraction of gas, xg,sat is the saturated mass fraction of

gas and θ is a relaxation time > 0. In this work, θ is modeled as a constant value,
fitted for each experiment.

This formulation of the mass-transfer source is general for any relaxation process
and has been applied by several researchers to model systems relaxing towards an
equilibrium state, including Einstein (1920) as noted by Bilicki and Kestin (1990).
The formulation assumes a linear approximation of the relaxation evolution. As
shown by Bilicki and Kestin (1990), the mass-transfer source (13) provides a local
and instantaneous exponential tendency towards equilibrium from some initial mass
fraction xg,0,

x = xg,sat − (xg,sat − xg,0) exp (t/θ). (14)

3.2. Thermophysical property models

The thermodynamic properties of the two-phase mixture are obtained with our
in-house framework (Wilhelmsen et al., 2017; Hammer et al., 2020) using the GERG-
2008 (Kunz and Wagner, 2012) equation of state (EOS). A version of this framework
which includes the GERG-2008 EOS has been made openly available (Hammer et al.,
2023). The EOS is used to calculate the densities and energies of the existing phases
in both the stable and metastable region. The stability limits of the phases, the
spinodals, are also calculated using the GERG-2008 EOS and are defined by(

∂pk
∂ρk

)
Tk
= 0, k ∈ g, ℓ. (15)

The unstable region is never reached for any of the phases.
Due to numerical issues near the critical point for the HEM simulations of Test

6 with the GERG-2008 EOS, we instead employed the Span and Wagner (1996) EOS.
We note that the difference between the GERG-2008 EOS and the Span-Wagner EOS
on the predicted pressures was in the order of 0.01 MPa and can be considered
negligible for our analysis.
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4. Numerical methods

4.1. Numerical discretization

We now consider the numerical solution of the models, focusing on the HRM*.
The governing equations, (8)–(11), can be written in the vectorial form

∂U
∂t

+ ∂F
∂x

= S, (16)

where

U =


αgρg
αℓρℓ
ρu
E

 , F(U) =

αgρgu
αℓρℓu
ρu2 + p
(E + p)u

 , S =


Γ
−Γ

ρgx −F
Q

 .
The mass-transfer source term, Γ , can be stiff, which can cause instabilities in

numerical solvers unless special consideration is taken in the solution of the system.
The system (16) is therefore solved using a classical first-order fractional step method
known as Godunov splitting (LeVeque, 2002, Ch. 17), which is often applied for stiff
source terms. In Godunov splitting, two steps are applied to reach the solution. First
the homogeneous part of the system is solved without the source term,

∂U
∂t

+ ∂F
∂x

= 0. (17)

The solution of the first step is then applied in the second “relaxation” step, where
the following ODE is solved

dU
dt

= S(U). (18)

The homogeneous part of the system is solved using the Harten-Lax-van Leer
Contact (HLLC) finite-volume method (FVM) (Toro et al., 1994) in space and explicit
Euler in time. For the FVM, the 1D computational domain is split into equidistant
grid cells of length ∆x = L

N , where L is the length of the pipe and N is the number
of grid cells. At each time-step n, the variables in grid cell i are updated by

Un+1
i = Uni −

∆t
∆x

(Fn
i+1/2 −Fn

i−1/2) (19)

where Fi±1/2 are fluxes through the left and right edges of the grid cells, estimated
using HLLC.

The HLLC FVM takes the following form for the HRM*:

Fi+1/2 =


FL, if 0 < SL,
FHLLC
L , if SL ≤ 0 < SC ,
FHLLC
R , if SC ≤ 0 < SR,
FR, if 0 ≥ SR,

(20)

where
FHLLC
K = FK + SK(UHLLC

K −UK), (21)
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UHLLC
K =

(
SK −uK
SK − SC

)
(αgρg)K
(αℓρℓ)K
ρKSC

EK + (SC −uK)
(
ρKSC +

pK
(SK −uK)

)
 , K = R,L, (22)

and

SC =
pR − pL + ρLuL(SL −uL)− ρRuR(SR −uR)

ρL(SL −uL)− ρR(SR −uR)
. (23)

The subscripts L and R refer to the grid cells with index i and i+ 1 respectively, i.e.
they refer to the grid cell to the left or to the right of the cell face at i+ 1/2. The left
and right wave speeds SL and SR must be estimated. In the present work, the simple
estimate of Davis (1988) is applied,

SL = min
(
uL − cL, uR − cR

)
, SR = max

(
uL + cL, uR + cR

)
, (24)

where cL and cR denote the two-phase mixture speed of sound to the left and to the
right of the cell boundary. Finally, the remaining ODE (18) is solved with backward
Euler using Newton-Raphson iterations.

For the HEM, the HLLC scheme is applied as proposed by Toro et al. (1994) for the
Euler equations. The solution is integrated in time using the explicit Euler method.
Aside from the special consideration made to discretize the mass-transfer source
term for HRM*, the numerical solution method for the HRM* and HEM are equivalent.
For both models, the numerical solution method is first order accurate in time and
space.

4.2. Boundary conditions

At the closed end of the pipe, the boundary condition u = 0 is set. This is enabled
by a mirror ghost cell.

At the open end, a Bernoulli-choking-pressure boundary condition (BBC) is ap-
plied using a ghost cell. We here take the open end to be at the left end of the
computational domain. The BBC is described by Munkejord and Hammer (2015) for
HEM where it was found to provide overlapping results with a characteristics-based
pressure BC at reduced computational cost (see their Fig. 8). For HEM, the BBC is
based on the assumption that the flow will be in equilibrium.

For the HRM* we instead assume that the minimum amount of flashing occurs,
i.e., either frozen flow with no phase change or the minimum amount of flashing to
keep the fluid state within the spinodals of the phases. This provides the minimum
possible choking pressure in the ghost cell. With this assumption, the pressure in the
ghost cell will always be lower or equal to the pressure in the computational domain
and thus it cannot restrain the obtained non-equilibrium in the computational
domain. This is an advantage because any relaxation time can be tested in the
mass transfer model for HRM* with the certainty that the BC will not restrain the
non-equilibrium effects. We denote this BC as the “minimum BBC”.

The minimum BBC is set in the following way: we extrapolate the specific entropy,
mass fraction and flow speed from the first cell in the computational domain to the
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ghost cell:

xg,0 = xg,1 = xg, (25)

s0 = s1 = s, (26)

u0 = u1 (27)

where the subscript 1 denotes the index of the first cell in the computational domain
and the subscript 0 denotes the index of the ghost cell, to the left of cell 1. The
maximum of the Bernoulli-choking pressure and the atmospheric pressure is then
set in the ghost cell:

p0 = max(pBBC, patm). (28)

Munkejord and Hammer (2015) and Log (2020) (see Fig. 4.42, Naive BC) showed that
setting the atmospheric pressure in the ghost cell directly can cause the numerical
solver to overestimate the fluid’s acceleration at the open end of the pipe, leading
to too low temperature estimates and a flow with a Mach number u/c higher than
1. For the steady state assumption, the flow cannot accelerate further than to its
choking pressure, so it is reasonable to set the choking pressure in the ghost cell,
provided that the flow chokes above the atmospheric pressure.

The Bernoulli choking pressure can be estimated using a steady-state flow as-
sumption and applying the Bernoulli equation for compressible flow,

1
2
u(p, s1, xg,1)2 + h(p, s1, xg,1) =

1
2
u2

1 + h1 (29)

which defines u as a function of pressure, where h denotes the specific enthalpy of
the mixture. The Bernoulli choking pressure is found by solving

u(pBBC, s1, xg,1)− c(pBBC, s1, xg,1) = 0 (30)

for pBBC using the bisection method, where u(pBBC, s1, xg,1) is given by Equation
(29).

In some cases, choking does not occur for pressures above the spinodal, where
the liquid phase becomes thermodynamically unstable. This is particularly an issue
for depressurization simulations where the depressurization path passes close to
the critical point. In such a case, no solution exists for pBBC. No stable state exists
for the frozen flow at atmospheric pressure either, so atmospheric pressure cannot
be set directly.

We avoid the above problem as follows: At the liquid spinodal, liquid would flash
instantaneously. We then assume that the minimum amount of flashing will occur if
the liquid spinodal is reached. We further assume that the entropy will stay constant:

xg,0 = xg,min(p, s1). (31)

An illustration of the problem and our solution is shown in Figure 6. With this
method, we will “walk” along the liquid spinodal when searching for the choking
pressure, providing the lowest possible Bernoulli choking pressure for nearly frozen
flow. We emphasize that this “walk” along the spinodal does not occur at the
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Figure 6: Illustration of a case where special consideration must be taken to search for
the choking pressure in the BBC approach (Isentrope 2). For the minimum BBC, we add
a minimum amount of gas, xg,min(s, p), “walking along” the metastability limit to find the
choking point.

outflow boundary where the HLLC method estimates the resulting flow, it is simply a
means to search for the minimum Bernoulli-choking pressure in the ghost cell while
avoiding the unstable region of the phases.

We finally note that an increase in the mass fraction of gas would also involve
a small increase in the entropy of the fluid. For simplicity, we ignore this entropy
increase. The effect of a too low entropy in the outflow ghost cell is negligible inside
the computational domain, as analysis of the flow equations shows that entropy is
carried with the flow out of the pipe (and not into it).

5. Results and discussion

In this section, we will present the results of the new full-bore depressurization
tests and compare the results to previous full-bore depressurization tests (Munkejord
et al., 2020). We will then analyze the effect of the initial temperature of the
depressurization experiments by comparing the experimental data to computations
employing the HRM* and HEM models.

5.1. Experimental results

We first compare the experimental results, focusing on how the different initial
temperatures affects the depressurization and non-equilibrium phase change. As
explained in Section 2.3, we will only focus on the pressure measurements and on
the millisecond time-frame, as this is most relevant to study the flashing out of
equilibrium. The initial conditions of the depressurization experiments are listed in
Table 1.
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Figure 7: Pressure and wave speed over time for a HEM simulation of Test 6 for positions
from 0.03 m (leftmost) to 3.20 m (rightmost) from the open end. A marker illustrates where
flashing begins in each grid cell.

We observe a clear difference between the pressure measurements near the pipe
outlet for the two warmest experiments compared to the colder experiments, due
to how choking occurs. Therefore, the results of the warmest experiments and the
colder experiments are shown and discussed separately.

The pressure recordings over time at the different positions in the pipe provide
information on the local wave speed u+c of the depressurization wave traveling into
the pipe. We generally observe a strong decrease in the wave speed once two-phase
flow begins, due to a decrease in the speed of sound. In Figure 7, we show an example
of how the pressure and wave speed are related using a HEM simulation with the
initial conditions for Test 6. Though the HEM is a simplification, the figure illustrates
relevant effects which we will discuss in relation to the pressure recordings from the
experiments in the following section.

We note the following: the pressure drops closest to the open end first. The
depressurization is fast in the single-phase state and there is a discontinuous
decrease in wave speed once two-phase flow begins. After this, the flow chokes near
the open end, slowing the depressurization down significantly. The decrease of the
wave speed once two-phase flow begins causes a short-lasting pressure-plateau to
form for the positions further inside the pipe (similar to traffic backing up on a
highway), a second long-lasting pressure-plateau forms near the open end when the
flow has choked.

5.1.1. Warm experiments, T0 ≥ 35.8 ◦C
In Figure 8, we present a comparison between the pressure measurements near

the open end and the closed end of the pipe for the first 400 ms of depressurization
for Test 24 and Test 6. The depressurization paths of these tests pass close to the
critical point, with Test 6 passing the closest. We note six events/phenomena which
are common to both experiments, and which are marked in Figure 8.

First the rupture disk breaks (1) and a fast pressure drop is recorded. A short
pressure plateau is recorded as CO2 vapor starts forming (2). This is caused by the
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Figure 8: Measured pressure at x = 0.28 m (solid lines) and x = 49.98 m (dashed lines) for
Test 6 and Test 24 presented in Table 1. Shaded regions show the 95% confidence interval of
the measurements. Circular markers show where the liquid isentrope passes the saturation
line for each experiment.

speed of sound decreasing for two-phase flow, an effect which can be reproduced by
flow simulations as shown above. After this short plateau, the fast pressure drop
continues until the flow chokes at the pipe outlet (3) and a long-lasting pressure
plateau is established inside the pipe. Due to the recoil of the pipe1 at the initial disk
rupture, a small pressure perturbation is recorded traveling inwards from the pipe’s
closed end (4). After approximately 140 ms for Test 24 and 170 ms for Test 6, the
rarefaction wave from the disk opening approaches the closed end of the pipe. The
rarefaction wave stretches when traveling into the pipe due to the acceleration of
the fluid2. A pressure plateau is established also here (5). The pressure plateau is
reached at a higher pressure near the closed end due to heat transfer and friction in
the pipe as shown by Munkejord et al. (2020, Fig. 10) using HEM simulations. Finally,
the rarefaction wave reaches the closed end of the pipe and is reflected (6).

In addition to these phenomena, Figure 8 shows the points where the liquid
depressurization path crosses the saturation line. For Test 6, flashing occurs exactly
at the point where the saturation line is crossed, as indicated by the pressure level
of the short pressure plateau caused by flashing initiation. Test 6 passes very close
to the critical point, as shown in Figure 8. At the critical point, the activation energy
for bubble formation vanishes and bubbles form immediately as the saturation line
is crossed. For Test 24, there is a pressure undershoot before flashing begins. This
is also shown in later simulation results.

1due to some elasticity in the pipe supports
2Theory on rarefaction waves in compressible fluids can be found in, e.g., Toro (2009, Chap. 4)
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Figure 9: Measured pressure at x = 0.28 m (solid lines) and x = 49.98 m (dashed lines) for
Tests 23, 8, 4, 22 and 19 presented in Table 1. Shaded regions show the 95% confidence
interval of the measurements. Circular markers show where the liquid isentrope passes the
saturation line for each experiment.

5.1.2. Cold experiments, 10.2 ◦C ≤ T0 ≤ 31.5 ◦C
In Figure 9, we present a comparison between the resulting pressure measure-

ments near the open end and the closed end of the pipe for the first 200 ms of
depressurization for Tests 4, 8, 19, 22 and 23. Six phenomena that are common to
all these tests are marked in the figure. These are nearly all the same as for the warm
experiments, with the exception of a clear pressure undershoot and recovery.

First, the rupture disk breaks (1). For the multilayered rupture disk, there are
several rapid pressure drops as each layer breaks, creating jagged pressure waves.
The disk break is followed by a fast pressure drop (2). For all the tests presented in
Figure 9, the CO2 is in a liquid state initially and the pressure waves travel very fast.
After the initial pressure drop, there is a pressure undershoot (3) and a recovery
when gas bubbles suddenly form. Due to the recoil of the pipe at the initial disk
rupture, a pressure perturbation is recorded traveling from the closed end of the
pipe (4). At the open end, the flow chokes at the pipe outlet shortly after the pressure
recovery and a pressure plateau is formed inside the pipe (5).

After 70 ms to 120 ms, the rarefaction wave from the disk opening approaches
the end of the pipe. The pressure wave has stretched when traveling into the pipe. A
pressure plateau is established also here (5). Finally, the rarefaction wave reaches the
closed end of the pipe and is reflected (6). For Tests 19 and 22, pressure disturbances
from the opening of the multilayered disk can be seen in the reflected wave. A slight
pressure-undershoot is observed after the reflected wave and a somewhat lower
plateau pressure is established.

The comparison of the cold experiments in Figure 9 show many interesting
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trends. We will here focus on three main observations: how the initial temperature
affects the pressure waves and plateaus, the non-equilibrium effects and finally the
presence of “humps” in the pressure paths.

Pressure wave and plateau. Figure 9 shows clear trends regarding how the initial
temperature affects the pressure paths of the experiments. The plateau pressure
decreases for the depressurization tests with lower initial temperature. This is
reasonable as the saturation pressure of CO2 decreases with temperature. We can
also observe that the single-phase wave speed in the CO2 is slower for the warm
experiments and faster for the colder ones as the rarefaction wave arrives later at
the position x = 49.98 m for the warmer experiments. This is also in agreement with
theory as pressure waves travel faster in denser fluids and the initial density of the
colder experiments is higher than for the warmer experiments.

Non-equilibrium effects. The cold tests show a clear pressure undershoot and re-
covery, which are signs of non-equilibrium phase change in the flow. It has been
shown by several authors that the pressure undershoot and recovery cannot be
described by equilibrium flow models, e.g., (Winters and Merte, 1979; Deligiannis and
Cleaver, 1990; Barták, 1990; Ivashnyov et al., 2000; Munkejord et al., 2020). We also
demonstrate this in Section 5.2.1. For the cold tests, there is a significant distance
between the pressure where the depressurization path passes the saturation line
and where it reaches the liquid limit of metastability, as shown in Figure 2. This
allows for delayed gas formation. The delayed phase change causes the pressure
recovery as bubbles are suddenly formed and grow violently. Once phase change
is initiated, the speed of sound decreases and the flow chokes shortly afterwards,
causing the long-lasting pressure plateau to form.

Pressure humps. An interesting phenomenon, which can be better observed in Figure
10, is the presence of a pressure “hump” in the pressure traces measured near the
open end of the pipe. Following the pressure undershoot, the pressure rebounds
and stays high for a few ms before the pressure again begins to decrease, though
much slower than before. For the higher-temperature experiments, the pressure
hump is more pronounced and lasts for a shorter amount of time. This phenomenon
is observed for all the cold experiments, despite varying initial temperatures and
the application of different rupture disks. The same effect can also be observed in
the results of Botros et al. (2016) and the water depressurization experiments of
Edwards and O’Brien (1970).

Ivashnyov et al. (2000) were able to reproduce similar pressure traces for the
Edwards and O’Brien (1970) pipe blowdown experiments by accounting for bubble
transport, growth, and bubble breakup near the open end of the pipe. They argue
that the breakup of bubbles near the open end of the pipe provides more available
surface area for bubble growth to occur, and the violent bubble growth causes an
elevated pressure to be sustained for a short amount of time. Provided that bubble
growth and breakup causes the pressure hump, the hump likely ends once the flow
transitions away from the bubbly flow regime.

In order to gain a better understanding of the non-equilibrium effects observed in
the experimental campaign, and to evaluate the accuracy of the HRM*, we compare
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Figure 10: Measured pressure at x = 0.28 m for Tests 4, 8, 19, 22 and 23, zoomed in to
show the pressure “hump” which follows the pressure undershoot and recovery.

the experimental results to computational fluid dynamics simulations using the
HRM* and the HEM as described in Sections 3 and 4.

5.2. Analysis of 1D CFD models and comparison to experiments

In this section, the results of the numerical simulations are presented and com-
pared to the experimental results. For all the numerical simulations, a Courant–
Friedrichs–Lewy (CFL) number of 0.9 is applied3. The 1D simulation domain is 61.7 m
long. Based on a grid-refinement study presented in Appendix B, 10,000 grid cells
are employed in all the simulations.

The section is structured as follows. First a study on the effect of the relaxation
time in the simulations is presented and appropriate relaxation times are chosen for
the conditions of each depressurization test. Next, we compare the simulated and
measured pressure in the pipe for all the experiments. Finally, more detailed analysis
is conducted to study the speed of the flashing front and how the flow deviates from
the saturation line. Here, we refer to the flashing front as the location in the pipe
where the flow transitions from single-phase liquid flow to two-phase gas-liquid flow
due to flashing.

5.2.1. The relaxation time in the HRM*
For the HRM*, a relaxation time, θ, must be chosen in order to estimate the mass-

transfer rate between the phases. Here, we study how the choice of this relaxation
time, θ, affects the simulated pressure evolution during depressurization. The effect
of θ is studied for initial conditions corresponding to Test 19 up to tend = 40 ms.

3For the present numerical solver, the CFL number must be between 0 and 1 to ensure stability
(LeVeque, 2002, Ch. 4.4).

22



0 10 20 30 40
t (ms)

0

2

4

6

8

10

12

p 
(M

Pa
)

HEM
HRM*, HEM BBC, = 1.0e-08
HRM*, = 1.0e-04
HRM*, = 1.0e-03
HRM*, = 3.0e-03

(a) Full pressure evolution

0 10 20 30 40
t (ms)

1.0

1.5

2.0

2.5

3.0

3.5

4.0

p 
(M

Pa
)

(b) Zoomed pressure evolution

Figure 11: Comparison between HRM* with various relaxation times θ and HEM at x = 0.08 m
for the initial conditions of Test 19.

Test 19 was chosen as the liquid depressurization path does not cross the liquid
spinodal, such that the effect of long relaxation times can be tested without the
simulation reaching thermodynamically unstable states. Based on the findings, we
choose appropriate relaxation times for the experiments studied.

Figure 11 shows the pressure evolution 8 cm from the open end of the pipe for
the HRM* with three different relaxation times in the range from 0.1 ms to 3 ms.
The results are compared to those of the HEM. We also illustrate how the HRM*
relaxes towards HEM by enforcing the HEM BBC and setting θ = 10 ns. The relaxation
time has a clear effect on the pressure undershoot and recovery, and the pressure
undershoot is larger for longer relaxation times. However, after approximately 20 ms,
the pressure predicted by HRM* converges to a value somewhat below that calculated
using HEM. For θ = 0.1 ms, this pressure is closer to the HEM pressure than for the
longer relaxation times. However, the difference is small, only 0.1 MPa–0.2 MPa.

When the HEM BC is enforced and θ = 10 ns, the pressure prediction of the
HRM* nearly overlaps with the HEM’s pressure, though some numerical dissipation
is present from the calculation of the strong mass transfer. With the present mass-
transfer model, the boundary condition must be changed in order to obtain larger
differences in the resulting pressure plateau near the open end of the pipe. The
present BC for HRM* assumes the lowest possible choking pressure for a given
entropy and mass fraction to not disturb the predicted non-equilibrium effects.
Enforcing a higher choking pressure in the BC would lead to a higher plateau
pressure, but it may also limit the predicted pressure undershoot.

We note three findings from this initial study:

1. Longer relaxation times provide larger pressure undershoots.

2. Before approximately 20 ms, the choice of relaxation time for the HRM* has a
large effect on the simulated pressure near the pipe outlet.

3. After approximately 20 ms, the pressure calculated by HRM* near the pipe
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Table 2: Chosen relaxation time for HRM* for each experiment, listed in the order of
descending initial temperature.

Test no. p0 (MPa) T0 (°C) θ (ms)

6 10.40 40.0 0.04
24 11.56 35.8 0.14
23 12.19 31.5 0.55
8 12.22 24.6 1.10
4 12.54 21.1 1.50
22 12.48 14.9 2.00
19 12.47 10.2 2.50
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Figure 12: The chosen relaxation times for HRM* plotted with the proposed relaxation time
correlation.

outlet converges towards a value below that calculated by HEM. This plateau
pressure could be increased by applying a different BC, but a different BC may
also limit the obtained pressure undershoot.

Based on these findings, θ was chosen by visual inspection to provide the best
possible fit of the calculated pressure evolution to the pressure dip measured by the
sensors near the open end of the pipe (PT201–PT203), 8 cm to 28 cm from the open
end. Relaxation times in the range from 0.01 ms to 4 ms were tested. The chosen
relaxation time for each experiment is displayed in Table 2.

It is clear that the higher-temperature experiments have a much shorter relax-
ation time than the colder ones. The relaxation time of the coldest experiment is
approximately 60 times longer than for the warmest experiment. In Figure 12a, the
chosen relaxation time is plotted as a function of the initial temperature for each de-
pressurization test. For the higher temperatures, T0 ≥ 31.5 ◦C, there is a logarithmic
decrease in the relaxation time for increasing temperatures. For the colder tests, the
relaxation time increases linearly for increasing temperatures. Obviously, there is
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no “optimal” relaxation time which can be applied for all the different cases as the
phase-change process varies drastically for the different initial temperatures.

At the critical point, the energy barrier for creating a bubble vanishes, so the
relaxation time should be zero. Our chosen relaxation times fitting the experimentally
measured pressure undershoot further appears to approach a constant value at
colder temperatures, or lower entropies. Based on this information, we propose the
following correlation for the relaxation time for different depressurization paths:

θ = a
[
1− exp

(
−b∆s̃c0

)]
, (32)

where
∆s̃0 =

s0 − sc
str. − sc

, (33)

is the scaled, relative initial entropy and s0 is the initial entropy before the depressur-
ization begins, sc is the critical point entropy and str. is the triple point entropy. Note
that ∆s̃0 = 0 when s0 = sc and ∆s̃0 = 1 when s0 = str.. As the depressurization path
is expected to be nearly isentropic before phase change begins, the scaled, relative
initial entropy provides information on whether the depressurization path will cross
the saturation line closer to the triple point or the critical point. We find the best fit
for our chosen relaxation times with a = 3.165 ms, b = 33.283 and c = 4.014. The
resulting correlation is shown in Figure 12b. Near ∆s̃0 = 0, the relaxation time goes
to zero and for ∆s̃0 Ü 0.5 the relaxation time becomes constant, equal to 3.165 ms.
More experimental data are needed to determine whether this functional form is
appropriate for the relaxation time. The correlation may also be tested for different
fluids.

5.2.2. Comparison to experiments
In this section, we compare HEM and HRM* simulations to experimental data.

The simulations are run up to tend = 100 ms. As the non-equilibrium effects are
most pronounced near the pipe outlet, we present the results for the simulated
and measured pressure at the sensor closest to the pipe outlet, PT201, which is
situated 8 cm from the open end. For plots over time, the plotted line width of the
experimental measurement is chosen to match the 95% confidence interval of the
data. Thus if the model predictions do not overlap with the line, they are outside
of the experimental uncertainty. We also study the pressure wave along the length
of the pipe. Once again, we separate the warm (6 and 24) and cold (4, 8, 19, 22, 23)
tests and discuss them separately.

Warm experiments, T0 ≥ 35.8 ◦C. In Figure 13, the modeled and measured pressure
traces at 8 cm from the open end of the pipe are shown for Test 6 and Test 24 up to
t = 15 ms. The flashing begins for both tests at a very short pressure plateau after
about 1 ms and the flow chokes at the pipe outlet after approximately 10 ms. The
difference between HEM and HRM* is small for Test 6, and more pronounced for
Test 24.

For Test 24, flashing begins at a lower pressure than what is predicted by HEM. The
HEM predicts flashing at approximately 6.5 MPa, at the point where the single-phase
isentrope crosses the saturation line. However, at 1 ms to 3 ms, the experimental
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(a) Test 6: p0 = 10.40 MPa, T0 = 40.0 ◦C
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(b) Test 24: p0 = 11.56 MPa, T0 = 35.8 ◦C

Figure 13: Measured (full lines) and simulated pressure (dashed lines) at x = 0.08 m from the
open end for Tests 6 and 24. Markers show where xg > 0.001 for the simulations, illustrating
where two-phase flow begins.

measurements show a pressure plateau around p = 5.8 MPa, indicating boiling. The
HRM* agrees with the delayed boiling, but it does not obtain a pronounced pressure
plateau as observed in the experimental measurement. The HEM obtains a sharper
pressure plateau than HRM*. As shown in Figure 7, the plateau is related to the
decrease in speed of sound once flashing begins. Though HRM* is fitted to the
approximate flashing onset, the mass-transfer rate is too low to provide the abrupt
decrease in the speed of sound that causes the plateau. However, the prediction
of the pressure plateau may also be affected by numerical dissipation, causing an
unwanted smoothing effect. After the onset of flashing, the models obtain a too slow
pressure drop. Finally, both HEM and HRM* overestimate the pressure plateau after
choking occurs.

In Figure 14, we show the measured and simulated pressure wave along the pipe
at t = 100 ms. The predictions of the HEM and HRM* models are overlapping and
they agree well with the experimental data. The rarefaction wave is split into two
waves along the pipe. Closest to the open end of the pipe, there is a slow-moving
two-phase rarefaction wave, and further inside the pipe there is a fast-moving single-
phase rarefaction wave. In-between these two waves is a plateau where the CO2 is in
the single phase. If no friction or heat transfer was present, this plateau would be at
a constant pressure, at the pressure where flashing begins. The heat transfer from
the steel wall of the pipe to the fluid and the friction in the pipe cause a slope in the
pressure plateau so that the pressure stays above the boiling pressure.

Cold experiments, 10.2 ◦C ≤ T0 ≤ 31.5 ◦C. In Figure 15, the simulated and measured
pressures at 8 cm from the open end of the pipe are shown for Tests 4, 8, 19, 22 and
23. For these tests, the difference between HEM and HRM* is substantial, particularly
during the first 10 ms of the flow. As expected, HEM reaches two-phase flow too
early, and does not capture the pressure undershoot and recovery. At t ≈ 1 ms, the
difference between the pressure calculated using the HEM and the recorded pressure
is in the order of 2 MPa for Tests 8, 19, 22 and 23. After the first few ms of the
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(a) Test 6: p0 = 10.40 MPa, T0 = 40.0 ◦C
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(b) Test 24: p0 = 11.56 MPa, T0 = 35.8 ◦C

Figure 14: Measured and simulated pressure along the pipe at t = 100 ms. The vertical lines
mark where two-phase flow begins near the open end for HEM (dotted line) and HRM* (dash
dotted line).

simulations, there is a transition from HEM overestimating the pressure to HEM
underestimating the pressure for Tests 4, 8 and 23. This also occurs for Tests 19
and 22 for a longer tend.

HRM* clearly outperforms HEM for the first ms as it captures a pressure under-
shoot and recovery recorded 8 cm from the open end. Figure 15c shows that Test 4
does not obtain a clear pressure undershoot and recovery at this position, causing a
discrepancy between the HRM* pressure and the experimental measurements. How-
ever, as shown in Figure 9, a pressure undershoot and recovery is observed for Test 4
at 28 cm from the open end. The difference between the recorded pressure behaviors
8 cm and 28 cm from the open end for this case is larger than the measurement
uncertainty. The result may simply reflect the chaotic nature of the flow during the
first few ms of the depressurization and it might not be possible to fully capture
this with a 1D model. The pressure recovery calculated by the HRM* is a bit more
abrupt than the experimental measurements. This is particularly evident for Test 8.
After the pressure recovery, HRM* also underestimates the pressure for Tests 4, 8
and 23, and a pressure plateau is established somewhat below that of HEM.

As discussed in Section 5.1, the presence of pressure humps for the colder
experiments suggests a violent bubble breakup and growth process (Ivashnyov et al.,
2000). It is the elevated pressure hump that neither HEM nor HRM* can capture,
causing an underestimation of the pressure over time. The underestimation of
the HEM can be very clearly seen in Munkejord et al. (2020, Fig. 11), where longer
simulations were conducted. In order to capture the boiling process fully, a physics-
based model for the mass-transfer rate would be needed, where bubble growth and
breakup is accounted for.

We now consider the depressurization wave along the pipe. In Figure 16 we show
the simulated and measured pressure wave along the pipe at t = 100 ms for all the
cold experiments. Generally, the models provide quite similar predictions and agree
well with the measured pressure data along the pipe. The clearest difference in the
model predictions is at the beginning of the two-phase rarefaction wave at around
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(a) Test 23: p0 = 12.19 MPa, T0 = 31.5 ◦C
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(b) Test 8: p0 = 12.22 MPa, T0 = 24.6 ◦C
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(c) Test 4: p0 = 12.54 MPa, T0 = 21.1 ◦C
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(d) Test 22: p0 = 12.48 MPa, T0 = 14.9 ◦C
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(e) Test 19: p0 = 12.47 MPa, T0 = 10.2 ◦C

Figure 15: Measured (full lines) and simulated pressure (dashed lines) at x = 0.08 m from the
open end for Tests 4, 8, 19, 22 and 23. Markers show where xg > 0.001 for the simulations,
illustrating where two-phase flow begins.
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(a) Test 23: p0 = 12.19 MPa, T0 = 31.5 ◦C
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(b) Test 8: p0 = 12.22 MPa, T0 = 24.6 ◦C
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(c) Test 4: p0 = 12.54 MPa, T0 = 21.1 ◦C
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(d) Test 22: p0 = 12.48 MPa, T0 = 14.9 ◦C
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(e) Test 19: p0 = 12.48 MPa, T0 = 10.2 ◦C

Figure 16: Measured and simulated pressure along the pipe at t = 100 ms. The vertical lines
mark where two-phase flow begins near the open end for HEM (dotted line) and HRM* (dash
dotted line).

29



x = 5 m, where HEM predicts a sharper change in the pressure than HRM* where
two-phase flow begins. This difference is caused by the relaxation time in HRM*
giving a more gradual flashing process. The experimental data agree more with the
HRM* prediction in this region of the pipe. For the two warmer tests, Test 23 with
T0 = 31.5 ◦C and Test 8 with T0 = 24.6 ◦C, the predictions of HEM and HRM* are
nearly overlapping otherwise.

For the three coldest tests, HRM* predicts a slightly lower pressure than HEM
in-between the single-phase and two-phase rarefaction waves. Around 10 m to 40 m
from the open end of the pipe, the experimental measurements seem to agree more
with the prediction of HRM*, whereas further inside the pipe behind the single-phase
rarefaction wave, the experimental measurements seem to agree more with HEM.
It is possible that the friction and/or the heat transfer models should be slightly
stronger, providing a larger slope in the pressure along the pipe between the two-
phase and single-phase rarefaction waves. The HRM* would then agree better with
the measured data.

5.3. Analysis of model predictions and experimental non-equilibrium effects

5.3.1. Flashing front
Recent visualization experiments for the depressurization of CO2 conducted by

Quinn et al. (2022) show that the flashing front travels faster than what is predicted
by HEM. We study the simulated flashing front by plotting the volume fraction of
gas along the pipe at various times. In Figure 17, we show the simulated volume
fraction of gas along the pipe at times t = 2 ms, t = 4 ms and t = 6 ms for Test
8. The plots show that the flashing front predicted by HRM* moves faster into
the pipe than that of HEM. This is also the case for the other depressurization
tests. HRM* predicts a slightly lower pressure plateau than HEM and a more gradual
transition from single-phase to two-phase flow due to the relaxation time in the
flashing process. As flashing begins in all grid cells where the pressure is below
the saturation pressure, flashing is initiated faster, further inside the computational
domain for HRM*. Furthermore, following the subcharacteristic condition (see, e.g.,
Flåtten and Lund (2011)), the two-phase mixture speed of sound is higher for HRM*
than for HEM, such that the pressure drops faster in the two-phase region, also
bringing more grid cells to a low enough pressure to initiate flashing. These two
effects cause the flashing front to move faster into the pipe for HRM*, providing
qualitative agreement with the experimental observations of Quinn et al. (2022).

5.3.2. Superheat and pressure undershoot
In order to gain further understanding on the non-equilibrium effects observed in

the experiments, we plot the predicted depressurization path of the HRM* in a p-T
diagram for all the experiments 8 cm from the open end, as shown in Figure 18. We
cannot compare these p-T paths directly to experimental data due to the response
time of the temperature sensors. The homogeneous superheat limit (SHL) predicted
by classical nucleation theory is also included in the plot. This illustrates the line
where a rate of 1012 bubbles m−3 s−1 are predicted to nucleate homogeneously in
the fluid, i.e. through random density fluctuations in the fluid. It has been shown
by Wilhelmsen and Aasen (2022) that the maximum superheat attained in nozzle
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Figure 17: Evolution of the gas volume fraction along the pipe for Test 8 calculated using the
HEM (black lines) and HRM* (blue lines) for t = 2 ms (full lines), 4 ms (dashed lines) and 6 ms
(dash dotted lines).

flow can be predicted by the homogeneous SHL for warm temperatures. Preliminary
studies of the presented data shows a similar trend for pipe depressurizations
(Log et al., 2022). Details on how the homogeneous SHL can be computed are
provided in Appendix A. Note that even though the homogeneous SHL can predict
the maximum degree of superheat observed in warm experiments, this does not
mean that heterogeneous nucleation, i.e., nucleation occurring on a surface such as
the wall of the pipe, is not present.

The HRM* simulations indicate strong non-equilibrium. Nevertheless, we would
not expect the state of the CO2 in the pipe to pass beyond the homogeneous SHL.
For the colder experiments, the HRM* yields large pressure undershoots and strong
superheating, indicating strong non-equilibrium effects. The p-T paths of Tests 23,
8, 4 and 22 calculated by the HRM* pass beyond the homogeneous SHL and approach
the liquid spinodal. It is possible to reach such degrees of superheat, but we find it
unlikely that they should be reached in pipe depressurization experiments. Instead
the temperature is most likely colder at the lowest point of the pressure dip than
what is predicted by the HRM*, reducing the degree of superheat reached. In other
words, we hypothesize that the depressurization paths will move further to the left
in the phase diagram than what is predicted by HRM*. Such a cooling effect occurs
when two-phase liquid-gas flow begins.

The above analysis suggests that the HRM* mass-transfer rate should be some-
what higher, producing more vapor once the saturation line is passed – and in
particular when the superheat limit is passed. This could be achieved by reducing
the relaxation time for increasing superheat. After all, the relaxation time is likely
not constant. More physics should be incorporated in the mass-transfer rate model
to account for this effect.
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Figure 18: The p-T paths simulated by the HRM* at x = 8 cm from the open end of the pipe.

In Appendix C we test whether the high superheat predicted by the HRM* is
caused by our minimum BBC. The minimum BBC intentionally allows for large
superheat and pressure undershoots. However, we find that applying a BC with
earlier choking does not change the superheat reached in the model, provided that
the relaxation time is re-fitted to match the observed pressure undershoot. Thus,
the problem lies with the mass-transfer model: it cannot fit the pressure undershoot
without providing a too strong superheat. For the interested reader, the simulated
p-T -path in the first grid cell in the computational domain, and in the outflow
boundary cell for the HRM* is shown in Appendix D.

5.3.3. Onset of flashing
Based on the depressurization paths of our non-equilibrium simulations, we

assume that in the HRM*, more vapor should be produced before the bottom of the
pressure dip is reached. We here present an analysis of the vapor production in
the experiments and for the HRM*. This is done by studying the experimental and
simulated pressure over a short time-frame of 10 ms and observing signs of bubble
nucleation, namely:

• pressure disturbances, and

• reduction in the depressurization rate.

In Figure 19, we show the recorded and simulated pressure path at 8 cm from
the open end of the pipe for the five warmest experiments, Test 4, 6, 8, 23 and 24.
The pressure where the liquid isentrope crosses the homogeneous superheat limit
(SHL) is marked by a red cross. The pressure where a significant mass fraction of
gas is detected for the HRM* simulation, xg > 0.001, is marked with a circle. For all
these experiments, we observe the signs of bubble nucleation for the experimental
measurement near the point where the superheat limit is crossed. For the warmest
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experiments, Tests 6, 23 and 24, bubble nucleation appears to occur at a pressure
slightly below the superheat limit. For Test 8, bubble nucleation appears to occur
slightly above the superheat limit. Interestingly, the pressure plateau recorded for
Test 4 matches exactly with the superheat limit. For the HRM*, significant vapor
production occurs at a lower pressure. Though the lowest point of the pressure
dip matches well with the experiments, the details of the phase change is not fully
captured by the HRM*.

In Figure 20, we show the recorded and simulated pressure path at 8 cm from
the open end of the pipe for the two coldest experiments, Test 19 and Test 22.
We once again observe signs of significant vapor production in the recorded pres-
sure at a higher pressure than what is predicted by the HRM*. In contrast to the
warmer experiments, bubble nucleation for Test 19 and Test 22 occurs far above
the homogeneous superheat limit. In fact, the pressure of Test 19 never reaches
the expected homogeneous superheat limit, and therefore no red cross is marked in
Figure 20b. For these cold initial temperatures, the maximum degree of superheat is
likely determined by heterogeneous nucleation instead of homogeneous nucleation.
This transition occurs somewhere between the initial conditions of Test 4 and Test
22, i.e., 14.9 ◦C ≤ T0 ≤ 21.1 ◦C and p0 ≈ 12 MPa.

6. Conclusion

In the present work, we have presented a series of CO2 depressurization exper-
iments and compared the pressure measurements of the first 100 ms with model
predictions of a simple non-equilibrium relaxation model (HRM*) and the homo-
geneous equilibrium model (HEM). This is done in order to better understand and
quantify non-equilibrium effects during the flashing process (boiling caused by the
depressurization). The non-equilibrium phase-transition is characterized by a pres-
sure undershoot and recovery. This is important to take into account in engineering
tools to accurately estimate mass flow rates through valves and orifices, and for
safety assessments such as the prediction of running ductile fracture in CO2-carrying
pipelines.

The CO2 depressurization tests are conducted at seven different initial tem-
peratures for an initial pressure of approximately 12 MPa. For the two warmest
experiments, where the depressurization paths pass very close to the critical point
of CO2, no pressure recovery was observed. Our simulations indicate that the phase
change occurred slightly out of equilibrium. For the lower temperature experiments,
a clear pressure undershoot and recovery was observed near the pipe outlet. The
models suggest strong non-equilibrium effects.

The HRM* was fitted to the experimentally measured pressure dip by tuning a
relaxation time. The relaxation time decreases for increasing initial temperatures,
with the relaxation time for the coldest test at T0 = 10.2 ◦C being approximately 60
times longer than that for the warmest test at T0 = 40.0 ◦C. We suggest a correlation
for the relaxation time based on the initial entropy of the fluid in the pipe, where
the relaxation time goes to zero at the critical point entropy. This is in agreement
with bubble nucleation theory. More experimental data are needed to determine the
accuracy of the correlation at colder temperatures, with T0 ≤ 10 ◦C, and different
initial pressures. The pressure-temperature paths simulated by the HRM* near the
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(a) Test 6: p0 = 10.40 MPa, T0 = 40.0 ◦C
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(b) Test 24: p0 = 11.56 MPa, T0 = 35.8 ◦C
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(c) Test 23: p0 = 12.19 MPa, T0 = 31.5 ◦C
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(d) Test 8: p0 = 12.22 MPa, T0 = 24.6 ◦C
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(e) Test 4: p0 = 12.54 MPa, T0 = 21.1 ◦C

Figure 19: Measured and simulated pressure at x = 0.08 m from the open end for Tests
4, 6, 8, 23, and 24. The pressure at which the liquid isentrope crosses the homogeneous
superheat limit (SHL) is marked as a red cross. A circular markers shows where xg > 0.001
for the HRM* simulations.
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(a) Test 22: p0 = 12.48 MPa, T0 = 14.9 ◦C
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(b) Test 19: p0 = 12.47 MPa, T0 = 10.2 ◦C

Figure 20: Measured and simulated pressure at x = 0.08 m from open end for Test 19 and
Test 22. The pressure at which the liquid isentrope crosses the homogeneous superheat limit
(SHL) is marked as a red cross. A circular markers shows where xg > 0.001 for the HRM*
simulations. For Test 19, the measured pressure always stays above the SHL pressure, so
there is no cross marked.

open end of the pipe approach the liquid stability limit (spinodal). Though it is
possible to reach the liquid stability limit under extreme conditions, it is unlikely
that it is reached in a pipe depressurization experiment. We therefore conclude
that the HRM* with the present mass-transfer correlation overestimates the fluid
temperature during the first ms of the flow.

Upon closer inspection of the pressure traces near the open end of the pipe,
we observe that the onset of significant vapor production predicted by the HRM*
occurs at a lower pressure than the point where bubble nucleation is observed in
the experiments. The five warmest depressurization tests studied show signs of
bubble nucleation near the predicted homogeneous superheat limit. In contrast,
the two coldest tests show signs of bubble nucleation at a higher pressure than the
homogeneous superheat limit. This is in agreement with the findings of Wilhelmsen
and Aasen (2022), showing that the maximum superheat reached becomes determ-
ined by heterogeneous nucleation instead of homogeneous nucleation at colder
temperatures.

The experimental results show that the pressure remained elevated around 50 ms
to 150 ms after the pressure recovery near the pipe outlet for the colder tests,
providing a “hump” in the pressure recordings. It is hypothesized that this is caused
by bubble breakup and growth enhancing the boiling process and elevating the
pressure near the pipe’s open end, as suggested by Ivashnyov et al. (2000) for water
depressurization tests. Both the HEM and the HRM* underestimate the pressure
during this time. Finally, the HRM* simulations predict a flashing front that moves
faster into the pipe than the HEM simulations. This is in agreement with recent
visualization experiments conducted by Quinn et al. (2022).

In order to capture the complex non-equilibrium effects during depressurization,
a more refined model will be needed for the mass-transfer rate from liquid to gas,
incorporating nucleation and bubble growth. A first step in this direction can be
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to design a relaxation time correlation where the relaxation time decreases as the
homogeneous superheat limit is approached. Further work may include the con-
duction of experiments at different initial pressures and colder initial temperatures.
Experiments at colder temperatures are relevant to capture how the non-equilibrium
effects change for depressurization paths crossing the saturation line closer to the
triple point of CO2, and to determine the effect of heterogeneous nucleation.
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Appendix A. The homogeneous superheat limit

We here present details on how the homogeneous superheat limit can be es-
timated using classical nucleation theory. The superheat limit can be considered
the experimentally obtainable superheat achieved before sudden phase change is
observed. This limit is assumed to be connected to the rate of bubble formation, or
“nucleation” rate.

Generally, nucleation is divided into two categories: homogeneous and hetero-
geneous nucleation. Homogeneous nucleation occurs in the bulk of the liquid and is
caused by random density fluctuations in the liquid creating bubbles large enough to
grow and not collapse back into the liquid phase. In order to create a stable bubble,
an activation energy must be reached. Heterogeneous nucleation occurs on a surface
like a wall or an impurity, lowering the activation energy of nucleation.

The experimentally achievable superheat limit can be estimated using classical
nucleation theory (CNT), which models homogeneous nucleation. CNT provides a
formal estimate on the nucleation rate of critically-sized embryos of a new phase
in the mother phase. Here, critically-sized is defined as the size where the embryo
is just large enough not to collapse back to the mother phase. The derivation of
this rate is presented by Debenedetti (1997), and we here simply state the resulting
equations.

The nucleation rate (critically-sized embryos formed per volume and time) is
defined as an Arrhenius-type rate law,

J = K exp

(
−∆G

∗

kBTℓ

)
, (A.1)

where ∆G is the free-energy barrier of embryo formation, kB is the Boltzmann
constant and K is a kinetic prefactor. The superscript ∗ denotes properties of a
critically-sized embryo. For the formation of bubbles in a superheated liquid, the
free-energy barrier is estimated to be

∆G∗ = 4πσr∗2

3
, (A.2)

where σ denotes the surface tension and r the radius of the bubble. It is assumed
that the surface tension of the bubble, σ , is equal to the macroscopic surface tension
of a planar interface between the liquid and vapor at equilibrium.

The critical radius of the bubble is approximated as

r∗ = 2σ
psat(Tℓ)− pℓ

, (A.3)

where psat(Tℓ) is the saturation pressure at the temperature of the liquid. The kinetic
prefactor can be approximated as

K = ρ̃ℓ

√
2σ
πm

, (A.4)
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Figure B.21: Simulated pressure trace (HRM*) at x = 0.08 m for 2,500, 5,000, 10,000 and
20,000 grid cells for the initial condition of Test 4.

where m is the mass of one molecule and ρ̃ℓ = ρℓ/m is the number density of
molecules in the liquid. With these relations, the superheat limit temperature can be
estimated by solving

J(Tℓ) = Jcrit (A.5)

for Tℓ. Here, Jcrit is the critical nucleation rate, at which sudden phase change
is observed. In this work, we follow Aursand et al. (2016b), employing Jcrit =
1× 1012 m−3 s−1. Due to the exponential functional form in (A.1), the superheat limit
is not very sensitive to the critical rate.

Appendix B. Grid-refinement study

In order to determine an appropriate number of grid cells applied in the simula-
tions, a grid refinement study is conducted. With the assumption that the results
will hold for all the initial conditions studied in this work, the grid-refinement is
conducted for the conditions of Test 4. We test grids with 2,500, 5,000, 10,000
and 20,000 grid cells. The simulations are conducted up to tend = 20 ms and the
relaxation time for the mass-transfer source term is set to θ = 2 ms. The results are
presented in Figures B.21 and B.22.

Figure B.21 shows the pressure traces simulated using the HRM* for the different
grids at x = 0.08 m. The result of the different grids nearly overlap, but the lowest
point of the pressure undershoot becomes lower for finer grids and occurs earlier in
time. This effect is smaller further inside the pipe. In Figure B.22, we show that the
pressure waves become sharper for finer grids, as expected. The sharper pressure
drop is likely causing the change in the pressure undershoot as a faster pressure
drop allows for further penetration into the metastable region before delayed gas
nucleation begins. The simulation with 2,500 grid cells predicts the lowest point in
the pressure dip to be approximately 0.3 MPa higher than that with 20,000 grid cells.
For 5,000 grid cells, this difference is 0.13 MPa and the difference is around 0.03 MPa
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Figure B.22: Simulated pressure (HRM*) along the pipe at t = 20 ms for 2,500, 5,000, 10,000
and 20,000 grid cells for the initial condition of Test 4.
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Figure C.23: Effect of different settings for the outflow BC for Test 8. p-T paths simulated by
the HRM* x = 3 mm from the open end of the pipe.

for 10,000 grid cells. Based on these results, we choose to apply 10,000 grid cells for
the simulations in the present paper.

Appendix C. p-T path of the HRM* with the HEM outflow boundary condition

The pressures predicted by HRM* matches experimentally measured pressure
undershoots well, but the calculated superheats are quite high. In this section, we
investigate whether the HRM* predicts a smaller superheat if we apply the HEM BBC
instead of the minimum BBC as the outflow BC. The HEM BBC assumes that the flow
occurs in equilibrium, such that the fluid state is locked to the saturation line for
two-phase flow. Generally, this will lead to a higher choking pressure at the boundary
than what is predicted by the minimum BBC.

42



40 20 0 20 40
T (°C)

0

2

4

6

8

10

12

p 
(M

Pa
)

Sat. line
Liq. spinodal
Superheat limit
HRM* - Test 6
HRM* - Test 24
HRM* - Test 23
HRM* - Test 8
HRM* - Test 4
HRM* - Test 22
HRM* - Test 19

Figure D.24: Effect of initial condition on the depressurization process: The p-T paths
simulated by the HRM* in the first grid cell of the computational domain, at x = 3 mm from
the open end of the pipe.

In Figure C.23, we compare the p-T -paths predicted by the HRM* for Test 8
applying the minimum BBC with θ = 1.1 ms, and the HEM BBC with θ = 1.1 ms and
θ = 1.7 ms at x = 3 mm from the open end. As the HEM BBC enforces a higher
choking pressure, the pressure undershoot becomes smaller with this BBC than for
the minimum BBC with the same relaxation time in the mass-transfer rate. If the
relaxation time in the HRM* is increased for the HEM BBC to θ = 1.7 ms, the same
pressure undershoot can be reached as for the minimum BBC with θ = 1.1 ms.

The relaxation time is chosen to fit the pressure undershoot measured in the
experiments i.e. θ = 1.7 ms for the HEM BBC. Though the pressure recovery becomes
slightly different for the HEM BBC, the degree of superheat reached is the same for
the HRM* with both BCs. This means that the large superheat predicted by the HRM*
is not caused by the minimum BBC, but by the mass-transfer model. To reduce
computational costs, these simulations were run with 1,000 grid cells, but the results
apply for finer grids as well.

Appendix D. p-T path in the first grid cell and the outflow ghost cell

In Figure D.24, we show the simulated p-T paths for all the tests in the first grid
cell of the computational domain, which has its cell center at 3 mm from the open
end. For this grid cell, the simulated depressurization path of Tests 6, 8, 23 and
24 reaches the liquid spinodal. For these tests, the relaxation times are at their
maximum value. If a longer relaxation time is chosen, the simulations will crash as
the liquid phase will pass into the unstable domain.

In Figure D.25, we show the simulated p-T -paths for all the experiments in the
outflow ghost cell. It is clear that the method where the choking pressure for the BC
is searched for by “walking” along the spinodal (see Section 4.2) is needed for the
four warmest experiments, Tests 6, 8, 23 and 24.
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Figure D.25: The p-T paths simulated by the HRM* in the outflow ghost cell, at x = −3 mm
from the open end of the pipe.
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