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Abstract
In this thesis, the effect of turbulence on heterogeneous reactions is investigated.
After a short introduction into the state-of-the-art of turbulent combustion mod-
elling, an overview over the numerical methods and models used to simulate
homogeneous and heterogeneous combustion in turbulent flows is given. Then, a
brief introduction into the most important features of the numerical implementa-
tion is provided.

Simulations featuring a simple heterogeneous reaction system involving a
passive reactant are performed with a compressible Direct Numerical Simulation
(DNS) Computational Fluid Dynamics (CFD) code, called ”The Pencil Code”.
Different particle numbers, sizes and flow properties are investigated, and an in-
hibiting effect of the turbulence on the reaction rates for high particle numbers is
found.

In further studies using the simplified model, the inhibiting effect is quantified
for a range of particle numbers, and a model predicting the inhibiting effect from
flow and particle properties is proposed.

A sub model for the detailed modelling of particles burning in a cloud of gas,
the ”Stanford Code” is extended and implemented into ”The Pencil Code”. The
proposed model to predict the inhibiting effect is compared against data from
simulations that use real chemistry represented by a simple reaction mechanism.
Agreement between the proposed model obtained from the simplified reaction
systems and the data from the more complex combustion system is found to be
good.

The performance of the proposed model is discussed and recommendations
for further work to increase the predictive capabilities of the model are given.
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• Jonas Krüger, Terese Løvås and Nils E.L. Haugen (2015). Analysing the
performance of a reduced heterogeneous gasification mechanism., Nordic
Flame Days, October 6-7, Snekkersten, Denmark.
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Chapter 1

Introduction

1.1 Motivation
The International Energy Agency (IEA) predicts that global energy demand will
rise by 30% until 2040 [63]. According to the International Monetary Fund
(IMF), the rate of development of emerging countries is currently at about 4%
annually and is predicted to be stable [64]. As more and more people are lifted
out of poverty and countries develop, a rise in the per-capita use of electricity is
inevitable. The relative abundance, low cost and wide distribution of coal means
that especially developing countries will rely on it to fulfill their energy demands,
even as developed countries lessen their dependence on it. Coal, a fossil fuel
in widespread use since the industrial revolution, currently satisfies 29% of the
demand of primary energy worldwide. According to even the most ambitious
scenarios proposed by the IEA, coal will contribute 13% to the global primary
energy supply in 2040 [63]. This, together with the rise in energy demand, im-
plies that coal will stay an important source of primary energy for the near future.

Processes that use fossil fuels for power generation rely on the thermal fuel
cycle to convert chemical energy stored in fossil fuels to electrical energy. In this
cycle, a working fluid (usually water) undergoes the following stages:

• 1→ 2: The pressure of the working fluid is increased in a pump.

• 2 → 3: Fuel is burned. The resulting thermal energy is used to evaporate
and increase the temperature of the working fluid. The working fluid is
gaseous after this stage.

• 3 → 4: The fluid is expanded in a turbine and mechanical work is ex-
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2 CHAPTER 1. INTRODUCTION

tracted. The pressure and temperature of the working fluid is decreased in
this process. The mechanical work is then used to turn an electric generator,
producing electrical power.

• 4 → 1: The working fluid is condensed in a heat exchanger. This stage
extracts additional energy from the working fluid, but this energy is usually
discarded into the environment.

The focus of this thesis is on how the fuel in the stage 2→ 3 is burned. There are
a lot of different combinations of fuels and oxidisers that are used to supply heat
to the overall process. The fuel itself has a large variability, with a wide variety of
different coals being available. Moreover, biomass can also be added to the fuel,
or burned exclusively [29]. Usually, the oxygen content of air is used as oxidiser,
but also purified oxygen with recirculated flue gases can be used.

Depending on the fuel, oxidiser and the desired properties and operating con-
ditions of the power plant, a set of different combustion technologies can be used.
The main technologies used are:

• Grate-fired combustion, where relatively large fuel particles are transported
along on a grate and burn over time. This was the earliest technology, which
is still in use for waste and biomass combustion or for small applications
[133].

• Fluidized bed combustion, where the fuel is crushed to small particles and
placed in a combustion chamber together with a large amount of inert parti-
cles. The fuel and inert particles are kept in a fluidized state by the oxidiser
flow, which also increases the dispersion of the fuel particles as well as
heating the fuel particles quickly. The advantages of this technology are its
fuel flexibility and high combustion efficiency [20].

• Pulverized Coal Combustion (PCC), where the fuel is milled to the size
of dust particles and blown into the combustion chamber with preheated
air. The preheated air dries the coal particles which are then ignited in the
combustion zone [11]. This process can reach the highest temperatures. It
is the most widely used coal combustion technology.

Apart from the main technologies to burn coal to produce heat, other technologies
adapt or augment the process: A process called Chemical Looping Combustion
(CLC) is proposed, where fuel is burned in a reactor together with an oxygen-
containing solid oxidiser, which is then regenerated in a second reactor [60]. This
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process could be used to reduce the cost for CO2 capture. PCC or gasification
can also be used in potentially carbon neutral energy systems, for example in
an Integrated Gasification Combined Cycle (IGCC) with Carbon Capture and
Storage (CCS) [11]. Being a critical step in the production of chemicals, turbulent
heterogeneous combustion is very likely to be extensively used in the foreseeable
future [96]. A wide range of the methods initially developed for PCC can also be
employed for biomass combustion and gasification [31], but the peculiarities of
biomass, for example its higher variance in composition and anisotropy compared
to coal, further complicates its analysis.

Both design and control of fuel combustion systems rely heavily on empiri-
cal models [28], but recent advances in measurement techniques, and the use of
simulations, has yielded greater understanding of those systems. This knowledge
is then used to optimize existing and planned systems. As such, further research
of combustion systems, be it study of the basic underlying processes or novel
approaches, is warranted, as improved comprehension of turbulent pulverized
combustion can lead to improvements in the areas of safety, economic viability
and environmental friendliness.

Computer simulations take a prominent part in planning new and optimizing
old combustion processes, and their use is increasing due to improved computa-
tional capabilities [95] as well as the increasing ease of use [6]. While simula-
tions will always need experiments for validation, the ability to access all flow
properties at all times, their variability and relative cheapness means that no new
combustion system is planned without being simulated beforehand [129]. As
turbulent heterogeneous combustion is a highly complex interaction of multiple
processes, such as mass, momentum, species and energy transfer taking place at
scales ranging from the scale of the combustion chambers (several meters) down
to the scales of a single particle (micrometers), it is, and may always be, im-
possible to simulate and fully resolve an industrial system. Therefore, models
are required to account for the scales that are not resolved, and these models are
developed from analytical approaches, experimental investigations and detailed
simulations of smaller parts of the industrial process. The topic of this thesis is
the simulation of combustion of small particles in a flow with isotropic turbu-
lence. The goal is to develop a sub-grid scale model that accounts for the effect
of turbulence on the heterogeneously reacting particles. This model is intended to
improve the predictive capabilities of simulations of industrial scale combustion
systems, as well as providing a starting point for more extensive models.
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1.2 Phase descriptions

The main element of a combustion system is usually a multiphase turbulent flow.
Multiphase means that the flow contains several phases; gaseous, liquid or solid.
These phases interact and transfer properties with each other, and it is these trans-
fer processes that need to be calculated and studied in order to accurately simu-
late a combustion system. To successfully simulate a reacting turbulent flow with
several species and phases, one has to account for and, if required, model several
properties of the flow:

• An important process is the phase interaction, where two distinct phases in-
teract with each other via e.g. evaporation, devolatilization, condensation,
drying, momentum transfer or chemical reactions. In addition, individual
droplets and particles can collide with each other.

• Processes that affect the shape and number of liquid and solid particles,
which can be influenced by particles breaking up or sticking together, which
can heavily influence the particle dynamics, number density and surface-
to-volume ratio.

• Turbulence and vortices have to be accounted for over a wide range of
scales, from the smallest possible scales of the flow, the Kolmogorov scales
[106], to the scales of the industrial system. Turbulence is crucial for mix-
ing processes in the fluid phases.

• Chemical reactions have to be accounted for since they change the flow
composition, temperature, density, pressure and other connected properties.
To properly define the physical properties such as viscosity, diffusivity, heat
capacity or speed of sound, the species composition of the flow has to be
known.

For each of the properties and processes mentioned above, there are a multitude
of modelling approaches available. Care has to be taken to choose the ”right”
model for the application to be simulated, as there is no one-size-fits-all method
that will perform well in all imaginable scenarios. An overview over the most
widely used, but by no means all, models to account for each of the bullet points
is given below.
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Figure 1.1: Graphical description of the Eulerian description: The phase flowing
to the upper right (grey vectors) is divided into discrete volumes (dashed boxes).
The phase in the boxes have certain properties (e.g. temperature T , density ρ,
velocity in x and y direction ux and uy respectively), which are affected by the
interaction with attached volumes (double-ended vectors).

1.2.1 Eulerian and Lagrangian phase descriptions

There are two main methods to describe a flow phase, its movement and its prop-
erties: the Eulerian and the Lagrangian description. The Eulerian description
treats the phase as a continuum. The phase is divided into discrete volumes that
are fixed in space, the evolution of the properties of the phase inside each of the
discrete volumes is described and calculated. The discrete volumes can interact
with the volumes that are attached to it. A sketch of the method can be seen
in Fig. 1.1. The discrete volumes are the shaded boxes, and the interaction of
directly neighbouring volumes is depicted as the double ended arrows. The evo-
lution of properties of the phase inside the volume over time is determined by the
interaction with the neighbouring volumes and the transport of properties over
the volume boundaries by the flow field, which is depicted as grey arrows.

The Lagrangian description follows an entity, e.g. a fluid volume or parti-
cle along its path in a flow. Thus, the position of the entity changes, as do the
properties of the entity. The change of properties is defined by the interaction of
entities that are adjacent to it. Entities that are adjacent can be other Lagrangian
entities, or entities that are fixed in space and described by an Eulerian approach.
Since neighbouring entities can have different paths than the entity in question,
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Figure 1.2: Graphical description of the Lagrangian description: An entity, which
can be a flow packet or particle (dashed box) is followed on its path (dotted line)
in a flow field (grey vectors). The properties of the entity is evolved taking into ac-
count interactions (double ended arrows) with neighbouring entities (dash dotted
box). The position of the box changes over time (solid box), as are its properties.

or the entity has moved closer to different entities that are described by the Eu-
lerian approach, the neighbouring entities have to be found in each step of the
calculation. This description is outlined in Fig. 1.2. The entity, here shown as
a dashed box at the starting time and solid box at time t, can be a particle or a
fluid volume, travels along its path (dotted line) and its internal properties change
due to interaction with other, neighbouring entities (dash dotted box). The neigh-
bouring entities can change over time, as entities change position. For simulation
problems featuring several phases, one can mix and combine these approaches
to describe each phase in the most fitting manner. This also influences how the
transfer processes between the phases have to be accounted for.

1.2.2 Multiphase system description

Most of the flows encountered in combustion research are of multiphase nature,
meaning they consist of several distinct phases. Examples of this are spray flames
(air, liquid fuel droplets) or pulverized coal jets (air, coal particles). Even all three
phases can be present in a flow, but in this thesis, only descriptions featuring two
different phases like gaseous-solid, liquid-solid and gaseous-liquid are described
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for brevity. Additionally, the first phase in the following descriptions is the less
dense of the two. Depending on the flow and the scale of the simulated systems,
different combinations of descriptions can be used to describe the two phases:

• Eulerian-Eulerian: The Euler-Euler approach treats both the fluid as well as
the solid matter as continuous phases and uses source terms to account for
the transfer of properties from one phase to each other. This approach is of-
ten used in applications simulating large scale fluidized bed reactors, where
the volume fraction of the solid matter is high [125]. This method is not
employed here and only mentioned for completeness, the interested reader
is referred to the work of Kuipers and van Swaaij [76] for an introduction
to Euler-Euler methods.

• Lagrangian-Eulerian: In large scale simulations of fluidized beds, it may be
more efficient to model rising bubbles of gas using a Lagrangian approach
and the fluidized particles as the continuum. This approach is still in early
development and a short description can be found in the work of van der
Hoef [125].

• Euler-Lagrangian: This approach treats the fluid phase as continuous, with
its movement described by the Navier-Stokes equation. The disperse phase
is treated as distinct particles, single, or as a parcel of uniform particles.
Each of these distinct parcels [34] interact with the surrounding fluid ac-
cording to equations taking into account the local fluid properties, and the
particle affects the flow using source terms in the equations defining the
properties of the local fluid. An extensive review of Euler-Lagrangian mod-
elling of multiphase flows can be found in Crowe et al. [28]. If the grid
size of the Eulerian grid is much smaller than the typical diameter of the
particles, the particles are resolved, while they are usually treated as point
particles when the particle diameter is much smaller than the grid size. The
topic of non-resolved or resolved particles is further explained in Section
1.3.2.

• Lagrangian-Lagrangian: If the scales of the system are very small, both the
solid particles as well as the gas molecules are described with a Lagrangian
approach. Due to its high cost, this method is restricted to the smallest of
system scales [126].
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1.3 Lagrangian particles in a fluid
When distinct particles are placed in a flow, their behaviour and interaction with
the surrounding flow has to be modelled for several physical properties.

1.3.1 Momentum

The momentum of a particle influences its velocity and position. Maxey and Riley
give a very detailed description for the motion of a hard sphere in non-uniform
flow [90] and arrive at an equation that consists of four terms:

1. Shear stress and pressure of an undisturbed flow

2. Steady state drag, assuming creeping flow around the particle and no ac-
celeration. For low Reynolds number, the drag coefficient is inversely pro-
portional to the Reynolds number, which is referred to as the Stokes flow
regime [119].

3. Virtual mass contribution due to no-slip condition at the particle surface. A
film of fluid follows the movement and acceleration of the particle

4. Basset force which takes into account recent fluid acceleration

However, for small particles with a much higher density than the fluid, only the
Stokes drag is taken into account. An overview over the different terms, their
derivation and models can be found in the book of Crowe et al. [28].

1.3.2 Volume

When prepared for industrial combustion, solid fuels are usually ground down
to small diameters. Coal particles used in PCC have a diameter between 0.001
and 0.1mm [47], while biomass particles can have a diameter up to several cm
[31]. The article of van der Hoef et al. [125] gives an overview over the different
methods to account for the particle volume in numerical simulations. In lab- and
semi-industrial scale simulations, the particles are assumed to be point-source
particles, where the particles volume is neglected when solving the flow field.
This is only reasonable for dilute particle suspensions when the particle diameter
is much smaller than the grid cell resolution, and a ratio of particle diameter
and grid cell size of around 0.1-0.3 is encountered in published studies [85, 52].
For simulations of industrial systems, this method is adapted so that one particle
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stands for a parcel of uniformly reacting particles, the so called Discrete Droplet
Method (DDM) [5]. This approach greatly reduces the computational load of
large-scale combustion simulations.

Due to the extreme computational cost, simulations where the surface and
volume of a particle is resolved by the computational grid are still restricted to
lab scale applications [30], or, for the case of reactive particles, to single particle
studies [123, 124]. Moreover, there are several methods to describe the change
in volume of the particle during conversion. First, there is the Exposed Core
Model (ECM) [29], which assumes a shrinking particle where ash is ejected from
the particle. In the Shrinking Core Model (SCM), a shrinking unreacted core of
coal is surrounded by ash is assumed. The Progressive Conversion Model (PCM)
treats the particle as undergoing reactions with constant diameter and uniformly
changing composition [78]. In contrast to spray combustion, solid fuel break up
or agglomeration is usually not taken into account. In the work of Haugen et al.
[56], described in Subsection 2.3.3, a model is used that describes the change in
particle size and density during combustion with a method developed by Thiele
[121].

1.3.3 Shape

Depending on the grinding mechanism and type of fuel, the particles can have a
wide range of shapes. While coal particles used in PCC are approximately spheri-
cal, biomass can be fibre shaped, or oblate or prolate spheroids [29]. For spherical
particles, rotational moments can be neglected, which simplifies calculation and
saves storage space. For non-spherical particles, this can not be assumed, and
their shape has a profound influence on their motion [136] and alignment [135]
in turbulence. An overview of the research activities on non-spherical particles
can be found in [89].

1.3.4 Internal and external structure

Coal [66] and biomass [79, 31] particles are not homogeneously structured. In-
stead, they have fissures and pores and a large internal surface area, especially
after devolatilization [96], which is further explained in Subsection 1.6.2. The
porosity and internal surface area changes during the combustion of the particle.
If not resolved [58], the effect of porosity on particle reactions can be described
using Knudsen diffusion and a Thiele modulus [121], as used in the study of
Haugen et al. [56, 55].
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1.3.5 Temperature

The particle temperature is dependent on chemical reactions and energy transfer
with the surroundings. Energy is transported via convective and radiative heat
transfer. When the particle is small enough, it is usually treated as having uniform
temperature, although particle-resolved studies are also put forward for a small
number of particles [96]. While the full energy equation for the convective heat
transfer [38] is quite complex, for most systems a simplified equation using a
Nusselt number obtained by the Ranz-Marshall correlation [107] is used. Particle
radiation can be described by models of different complexity, depending on the
optical thickness of the fluid, presence of solid surfaces and other particles in the
flow [56]. An overview over different radiation models can be found in [51, 5].

1.3.6 Particle collisions

For dilute systems, the collisions between particles can be neglected [117]. For
simulations of systems with a very high volume fraction of particles, it may be
more practical to describe both the gaseous as well as the solid phase with an
Eulerian approach, as mentioned in Subsection 1.2.2 [125]. Simulations that take
into account particle-particle collisions for Lagrangian particles and an Eulerian
fluid become very expensive for large numbers of particles, and methods are de-
veloped to mitigate this problem [120]. From the list above it becomes clear that
the research field of reacting particles in turbulent flows is extremely complex
and features a multitude of distinct, interacting processes and attributes. While
there is considerable research activity in each field, a ”complete” description of
the combustion process is still out of reach. However, with a careful selection of
modelling approaches for each sub-process, the predictive capabilities of simula-
tions are already impressive and are used in every field of engineering [82].

1.4 Turbulence

Flows can be further classified by how they account for turbulence. Commonly,
flow simulations are performed using either a Reynolds Averaged Navier Stokes
(RANS), Large Eddy Simulation (LES) or Direct Numerical Simulation (DNS).
Good descriptions of all methods are found in the books of Ferziger, Pope and
Chung ([40], [106], [27]).
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1.4.1 RANS

The RANS method decomposes the instantaneous flow field (i.e. the exact flow
field at a given time) into a mean and a turbulent component. Then, an equation
describing mean velocity is used, which is closed with a model to account for the
effect of the turbulent components on the mean. The mean velocity u at a de-
fined position in a general flow field is sketched as the flat dotted line in Fig. 1.3.
Today, the RANS approach is most used in engineering applications, it comes
with modest computational cost and uses the coarsest grid of the methods men-
tioned. Moreover, in most engineering applications, one is mainly interested in
the mean flow. The drawback is that results are very dependent on which mod-
elling approach is used to account for the effect of the turbulence, and choosing
the ”right” closure models for the system at hand is a non-trivial task. There are
a lot of closure models to choose from that are tuned to different flow conditions
[5]. The k-ε model introduced by Jones and Launder [65] is widely used and
many studies of industrial scale systems have been published, e.g. ([53], [2]).

1.4.2 LES

LES, as opposed to RANS, calculates the instantaneous flow field. LES resolves
the large scales that contain the bulk of the kinetic energy of the flow. As the
resolved and unresolved scales interact with each other, a subgrid scale (SGS)
model has to be used to account for the effect of the unresolved scales. Due to the
decreasing cost of high-performance calculations, LES is getting used more and
more, and the first simulations of lab or semi-industrial scale systems are reported
[101]. For a detailed description of LES, the interested reader is referred to the
book of Sagaut [110]. LES usually uses a grid that is finer than that of RANS,
but coarser than for DNS. The resulting instantaneous velocity at one position in
a general flow is shown as the solid curve in Fig. 1.3.

1.4.3 DNS

The first Direct Numerical Simulation of a turbulent flow was published in the
seminal work of Kim et al. [70]. Of all three methods mentioned here, it is the
most straightforward, as no modelling is needed. The velocity obtained at one po-
sition in a general flow is plotted as the dashed line in Fig. 1.3. The signal changes
over time and shows variance at higher frequency than LES. If the boundary con-
ditions of the simulation could be exactly replicated in an experiment with perfect
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Figure 1.3: Velocity at one point in a turbulent flow as resolved by different
turbulence modelling approaches, RANS, LES and DNS.

measurement tools, statistics of both simulation and experiment would be iden-
tical. All scales down to the smallest possible are resolved, so the simulation
describes a turbulent system entirely. The disadvantage is its computational cost,
which scales proportional to Re3 [106], as the smallest scales become smaller
when the flow Reynolds number is increased, which gives rise to a decrease in
timestep as well. For comparable flows, DNS needs to have a finer grid than LES
and RANS. This restricts use of this method to simple systems [25], although
simulations of lab-scale systems have been published recently ([52],[85]).

1.5 Homogeneous combustion models

Homogeneous combustion models describe the chemical reactions that take place
between species that are both in the gas phase, one example being a methane-air
flame. Here, methane is the fuel and oxygen is the oxidising agent, and both reac-
tants are in the gas phase. The progress in this field of study has been considerable
in the last decades, helped by the increasing computer power and availability of
combustion models. A good review of homogeneous combustion models can be
found in the book of Poinsot and Veynante [104] or alternatively in the review
paper of the current state of combustion modelling by Veynante and Vervisch
[129].

The choice of methods differs dependent on the condition of the flow, for
example wether fuel and oxidizer are premixed or not. Another condition influ-
encing the choice of model is the turbulent time scale, which is inversely propor-
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tional to the local fluid speed. In the case of premixed flames, the flame can be
described by one variable that describes the transition from unburned to burned
gases, the progress variable c = (Y f − Yu

f )/(Y
b
f − Yu

f ), where Y f is the local fuel
mass fraction, Yu

f the fuel mass fraction in the unburned state and Yb
f the fuel mass

fraction for the burned state. In this case, a high local speed can extinguish the
flame by transporting too much energy away from it. The book of Lipatnikov [80]
provides a good overview over methods used to describe premixed combustion.
Among others, these methods are used:

• The Eddy Break Up (EBU) model, published by Spalding [116]. It assumes
that the flow contains burned and unburned gas pockets, and that the rate of
reaction from the unburned to the burned state is dependent on the turbulent
mixing time.

• The Bray Moss Libby (BML) model, which calculates the probability to
find either burned, unburned or burning gases at a certain time and position
in the fluid [18]. When the reaction is fast, the probability to find burning
gases is near zero, and the pdf becomes bimodal. The probability to find
either burned or unburned gases is determined by the progress variable and
the heat release factor of the reaction.

• Geometrical descriptions of the flame, such as the G-field equation [69],
where a field describing the distance to the flame front is solved, or the
flame surface density description [105], where the available flame surface
per volume unit is calculated.

When non-premixed flames are concerned, the ratio of chemical time scale and
the turbulent time scale become important. For the non-premixed case the mix-
ture fraction Z = φY f

(
Y f ,0 − (

YO2/YO2,0
)

+ 1
)
/(φ + 1) can be used to describe the

flame. In this case Y f is the local fuel mass fraction, Y f ,0 the initial fuel mass
fraction in the fuel stream, YO2 the local oxidiser fraction, YO2,0, the oxygen mass
fraction in the oxidiser fuel stream and φ the equivalence ratio. Methods employ-
ing the concept of mixture fraction are among others:

• A very simple model is the Infinitely Fast Chemistry Model (IFCM). It
uses a Probability Density Function (PDF) whose shape is defined by the
mean and the variation of the mixture fraction to account for the mixing of
fuel and oxidiser [21, 129].
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• The Steady Laminar Flamelet Model (SLFM), modelling the reactions as
laminar flamelets [103]. For each combustion system, the local flame struc-
ture has to be computed beforehand from laminar flames.

• Statistical descriptions, like the Conditional Moment Closure (CMC), which
focuses on different states of flamelets which are computed and tabulated
using a flamelet assumption beforehand ([71], [13])

• The Eddy Dissipation Concept (EDC), based on the work of Magnussen
and Hjertager [88], is an extension of the EBU to non-premixed combus-
tion, where the reaction rate is limited by either the fuel, the oxidiser or
chemical kinetics.

• Geometrical descriptions, like flame surface density models with flamelets
stored in a library, are also possible. Here, the flame surface density is
obtained from the turbulence and dissipation, and the reaction rates are
then obtained from the flamelet library. There is an interlink between the
flame surface density and the PDF of the mixture fraction Z and it has been
used to study partially premixed flames [62], [128].

In summary, there are many models available, each tuned to different combustion
processes. More general models are also available that feature fine resolution and
large chemical mechanisms. Since these simulations are very costly, an own field
of research is working on methods of extracting reduced mechanisms tuned to
special cases from the large mechanisms for faster calculations without sacrific-
ing precision [84, 83].

1.6 Heterogeneous reactions
A particle of solid fuel undergoes several distinct processes, which changes its
chemical composition, if placed in a combustion environment. These changes
are results of heterogeneous reactions, i.e. reactions between elements in different
phases. Note that when a particle is losing mass due to any process, a resulting
flow away from the particle is created, the so called Stefan-flow [50, 96]. This
flow phenomenon has influence on the mass, momentum, species and energy
transfer, as the medium through which species diffuse is moving away from the
particle, and the no-slip condition that is usually assumed at the particles surface
is no longer valid. The distinct processes a particle undergoes if placed in a
combustion environment are described in the Subsections below.
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1.6.1 Drying

Moisture that is present in the particle transforms into steam and is ejected from
the particle. The simplest model assumes that all the moisture content is located
on the particle surface, so that drying can be described like droplet evaporation
[29]. A widely used model divides the particle in a growing outer dry shell and a
shrinking wet core. Both shell and core are assumed as having uniform attributes,
and between from core to shell and from shell to surrounding fluid are established
[72]. An overview over methods to describe the drying of a particle can be found
in [130]. A sketch of the drying process in depicted in the leftmost panel of Fig.
1.4, where heat is transported to the particle and vaporized moisture is ejected
from it.

1.6.2 Devolatilization/Pyrolysis

Coal and biomass particles consist of complex molecules that crack when ex-
posed to high heating rates and high temperatures. Cracking of these complex
molecules yield gaseous or liquid molecules than can in turn react with the molecules
inside of the particle or be ejected from it. This process is called devolatilization,
or pyrolysis, if it takes place under an inert atmosphere [29]. The product gases
or liquids of the process are highly dependent on the particle composition and
the heating rate, and have been intensively studied. Usually, a higher heating rate
results in a higher yield of volatile gases. Several approaches have been estab-
lished for this process: Treating the process as a set of simple reactions [115],
reactions with activation energies that follow a Gaussian distribution [7] and the
most complex one; network models [42, 98]. Network models such as Chemical
Percolation Devolatilization (CPD) calculate the products of the cracking and re-
polymerization of the large molecules that the particle consists of. They are the
most expensive, yet also most precise. One way to reduce the computational cost
is to fit the rates obtained from a network model calculation with one- or two-rate
processes [127]. The values for the one- or two-rate processes have to be calcu-
lated a priori. Further information on devolatilization models can be found in the
book of de Souza-Santos [29]. Devolatilization is shown in the middle panel of
Fig. 1.4. Heat is transported to the particle, where it is used to break molecular
bonds inside the particle, yielding smaller molecules that are gaseous or liquid.
These molecules are then available for further reactions, or are ejected from the
particle. For large particles, with diameters over 1 mm, drying and devolatiliza-
tion can happen simultaneously [96].
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Figure 1.4: Coal combustion processes. From left to right: Drying, devolatiliza-
tion/pyrolysis, combustion/gasification

1.6.3 Combustion/Gasification

Combustion or gasification occurs when biomass or coal particles are dried such
that devolatilized and only large carbonaceous molecules remain. Combustion
reactions are reactions where the gaseous reactant is oxygen (otherwise they are
called gasification reactions). The earliest model that account for the transfer pro-
cesses from the particle surface to the surrounding fluid is the so-called single-
film model, where oxygen reacts with carbon to form carbon dioxide on the sur-
face of the coal particle [100]. More elaborate is the model proposed by Burke
and Schumann [22] assuming reaction of oxygen with carbon to carbon monox-
ide, which then reacts to carbon dioxide in the gas phase.

Even more comprehensive models taking into account the processes inside of
the particle are also in use. Hecht et al. [59] describe char combustion as occuring
on the surfaces of the micro pores penetrating the particle. Other models account
for species adsorption/desorption, species diffusion along the pores, evolution of
porosity and radius over time as well as different radiation models [55]. How-
ever, due to complexity, these models are only used to look at the combustion
behaviour of one particle or a cloud of uniformly reacting particles.
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1.7 Particle clustering and combustion regimes
Particles, when placed in a turbulent flow, tend to cluster in areas of high shear
and low vorticity [32]. However, this ability is dependent on how well a particle
can follow the flow around it [131], which is described by the Stokes number St.
The dimensionless numbers used in this work are described in detail in Section
2.1. Particles preferably cluster due to vortices that have the same time scale as
themselves. The fluid time scale can be based on any scale the study focuses
on, from the smallest possible scale of the flow, the Kolmogorov scale η, to the
most energetic scale, the integral scale. Particles with a Stokes number near zero
follow the fluid volume they were initialized in (they are then called tracer par-
ticles), while particle with very high Stokes numbers are hardly influenced by
the fluid flow. Figure 1.5 shows the pattern of particles in an evolving turbulent
flow simulation starting from an initial random distribution. The particles have
a Stokes number of one in relation to the most energetic fluid time scale. All
panels of Fig. 1.5 show the particle position in one slice of the fluid domain. In
the leftmost panel, the initial random positions of the particles are shown. The
panel right to it shows the particles at later times, and the concentrating of par-
ticles at certain regions begins to be apparent. Also first voids, regions with no
particles present, appear. The third panel from the left shows the particles at even
later times, where the particles have gathered in distinct regions separated by re-
gions void of any particles. The rightmost panel shows a photo of real particles
subjected to turbulent air in microgravity [37], where the same structures appear.
Describing the shape and size of these structures can be done with fractals [10],
the statistical features of the preferential concentration [24], with Lyapunov ex-
ponents [36], Minkowski functionals [23], or by investigating the dynamics of
the flow and the particles [54, 108]. A way to find the characteristic size of the
clusters is to transform the particle number density field into spectral space and
finding the wave number of the most energetic mode. The wavelength corre-
sponding to this mode is the characteristic length scale of the clusters [108].

When particles cluster, more particles are affecting the same region of fluid.
This profoundly changes the effects the particle can have on the fluid and vice
versa. Annamalai and Ramalingam studied the combustion regimes as a function
of the internal particle number density of coal particles [3]. They assumed a cloud
of immobile particles situated in a frozen, quiescent cloud of gas and identified
three combustion regimes:

• Individual Particle Combustion (IPC): For small particle number densities,
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Figure 1.5: Particles cluster due to turbulent eddies. The time of the snapshots
increases from left to right for the first three plots from the left. The rightmost
figure is a photo of particles in turbulence and micro gravity taken from [37].

the interaction of particles can be neglected, and each particle react on its
own. Fluid around the particle can be assumed as having the same attributes
as the fluid far away from the particle cloud. The oxygen mass fraction as
a function of the position in the particle cloud for this combustion regime
is shown in the leftmost panel of Fig. 1.6.

• Group Combustion (GC): If the particle number density inside the cloud
increases, oxygen inside the particle cloud is consumed faster than it can be
replenished by transport from the fluid outside of the particle cloud. Over
time, the oxygen mass fraction inside the particle cloud decreases. The
oxygen mass fraction as a function of the position in the particle cloud in
this regime can be seen in Fig. 1.7.

• Sheath Combustion (SC): For even higher particle number densities, the
particles on the outer shell of the particle cloud consume all the oxygen
that is transported to them from outside the particle cloud. After an initial
period, where the internal particles consume the internal oxygen, they stop
reacting since no oxygen is transported to them. This state is displayed in
Fig. 1.8, where the oxygen mass fraction decreases already close to the
particle cluster and no oxygen is present inside of it.

Reveillon and Demoulin [108] published a DNS study where they investigate
the evaporation of droplets. Simulations are run where droplets of varying Stokes
numbers (from 0.025 to 11) are placed in isotropic turbulence and allowed to
cluster. After droplets and flow have reached dynamical equilibrium, drop evapo-
ration is started. The saturation mass fraction of fuel depends on the temperature.
Combustion is modeled by a one step Arrhenius law. To start the combustion pro-
cess, a spherical ignition kernel is placed in the centre of the domain at ignition
time.
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Figure 1.6: Oxygen mass fraction as a
function position: IPC

Figure 1.7: Oxygen mass fraction as a
function position: GC

Figure 1.8: Oxygen mass fraction as a
function position: SC
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They report that the strongest clustering is found at a particle Stokes number
of 1, with less clustering at lower or higher Stokes numbers. This is due to the
fact that particles with lower Stokes numbers are still dispersed by small scale
turbulence, while particles with large Stokes numbers are not entirely caught in
the vortices. The evaporation rates are slower for highly clustered cases, with
Stokes numbers around 1. This is due to the fact that when a lot of particles are
close to each other, the combined evaporating gases are quickly increasing their
local partial pressure to the saturation pressure, stopping further evaporation. This
situation is comparable to the GC or SC regime. Subsequently, the case with high
clustering shows a much higher range of mixture fractions. Since the droplets lose
mass during evaporation, particles with an initial Stokes number higher than 1
eventually reach a Stokes number that makes them more suspectible to clustering.
During the process of evaporation, a wide range of combustion regimes can be
observed, ranging from premixed to partially premixed combustion. This study
sheds some light on the connections of particle clustering and reaction rates, even
though only homogeneous combustion is considered.

1.8 Recent studies on combustion of particulate
matter

There is considerable research ongoing on all scales of coal and biomass com-
bustion; single particle scale, lab scale and industrial scale. Single particles are
studies where a single particle and its surrounding flow are resolved. This is done
in order to study the connection of intra-particle processes on the particle-fluid
interactions and vice versa. Moreover, the influence of particle internal proper-
ties such as porosity, pore diffusion, internal mass and heat transfer are studied.
Before an overview over recent research efforts is given, one concept and one
experimental setup are explained, since they feature heavily in recent works.

CRIEPI flame:
On the scale of laboratory systems (on the order of 0.1 to 1.0 m), the effects of
turbulence and particle velocities and positions can be studied, while the small
size allows for fast adaptation and relatively low cost of operation. Another topic
of interest that can be investigated in flames of this size is the fine flame struc-
ture. This scale enables research groups to compare experimental results with
simulations of the same system. As an example, the Central Research Institute
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of Electric Power Industry (CRIEPI) flame [61] is a lab scale pulverized coal
jet flame with flame stabilisation via a methane flame. By employing an array
of different non-intrusive optical measurement techniques, particle diameters and
velocities as well as flame temperatures and structures are known. This data, to-
gether with its simple geometry, makes the CRIEPI flame suited for numerical
replication and comparison.

Flame index:
An important tool to classify the combustion regime is the Flame Index (FI) [132].
The FI is defined as

FI = ∇YO2 · ∇Yf , (1.1)

where YO2 is the oxygen mass fraction and Y f the fuel mass fraction. A sketch of
FI analysis is shown in Fig. 1.8. The arrows in this sketch point in directions of
decreasing oxygen or fuel fractions. The concept of premixed and non-premixed
combustion can be used in homogeneous combustion as well as in heterogeneous
combustion. In the sketch, the particles in the case of heterogeneous combustion
are releasing fuel into the fluid around them, so the fuel mass fraction decreases
with increasing distance to the particle. The FI is positive if the gradients of
the fuel and oxidiser fractions point in the same direction (their dot product is
positive) and negative otherwise. A positive FI stands for premixed combustion
and a negative for non-premixed. To connect the combustion modes to the particle
combustion regimes, the non-premixed combustion is closer to the IPC, while
premixed combustion is similar to GC.

1.8.1 Single particle studies of biomass and coal

Tufano et al. [123] investigated the early stages of single particle ignition and
devolatilization of coal under different gaseous atmospheres, which shed light
on the difference between air-fired and oxy-fuel combustion with recycled flue
gas. The goal was to accurately replicate data from experiment [94] and compare
ignition delays. They account for intra-particle and particle-gas heat transfer to
accurately describe the particle heating rate and use a single kinetic rate for the
devolatilization rate. They are able to combine the simplicity and low computa-
tional cost of the single kinetic rate with good predictive capabilities by fitting the
kinetic rate to CPD data a priori. To speed up the homogeneous reaction calcula-
tions a skeletal mechanism tailor-made for this system from a much larger system
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Figure 1.9: Combustion modes according to FI analysis. (Non-)premixed com-
bustion is present when the gradients of fuel and oxygen point in the same (op-
posite) direction [19].

is used. They report good agreements with the experimental ignition delay times
and they are able to predict the ignition delay times for coal combustion under
different atmospheres.

A study focussing on the later stages of coal combustion and gasification is
put forward by Nikrityuk et al. [97]. They numerically investigate the combustion
of a single, dried, devolatilized char particle in air with different temperatures and
steam mass fractions. Three homogeneous and three heterogeneous semi-global
reactions are used in the study, and four different sets of rate coefficients for the
heterogeneous reactions obtained for different coals are compared. The effects
of heat, mass and species transfer as well as the Stefan flow and radiative heat
transfer are included. It is found that different kinetic rates yield different particle
consumption rates, even if the kinetic rates are obtained from quite similar coals.
The differences decreased for higher gas temperatures and nearly disappeared for
3000 K, as the reactions become diffusion controlled. Reactions become diffu-
sion controlled when the kinetic rates of the reaction are so fast (usually at high
temperatures), that the rate of reaction is limited by the speed of which reactant
species are transported to the particle surface. Also, the onset of the diffusion
controlled regime is shifted to higher temperatures if the turbulence in the air
flow is increased. This is thought to be due to the increase of the mass transfer to
the particle surface.
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1.8.2 Studies of lab-scale systems for biomass and coal
combustion

For biomass, Elfasakhany et al. [34] investigate a biomass flame experimen-
tally and with simulations, modelling particle anisotropy, rocket force, radiation,
drying, devolatilization, combustion and turbulence modulation in a k-ε RANS
simulation. The rocket force is the force due to the ejection of evaporated mois-
ture or devolatilizing gases in a preferred direction [33]. Coal is usually nearly
isotropic and gases are emitted in all directions, so little net acceleration is found.
Biomass particles on the other hand have a preferential direction in their struc-
ture, and mass ejected in one direction accelerates the particle into the opposite
direction. They show that the rocket force due to jets of boiling moisture or de-
volatilizing gases have a effect on the particle distribution, and that this effect is
higher for larger particles. Going to the test scale, Ma et al. [87] investigated the
combustion of wood fuel in an industrial furnace. They present a model for NOx

formation and potassium release, which achieves good agreement with experi-
mental results. Moreover, it is reported that the particle shape has a significant
effect on the particle trajectories. The same group also performed a simulation
of a prototype scale 0.5 MW co-fired furnace and compared the results against
experiments [86]. They found that while the majority of small biomass particles
burn up rapidly, some of them burn slowly and then gather at the bottom of the
furnace. It is important to note that accurate data on the specific heats of coal and
biomass is required for different fuel types to achieve reliable results in all cases,
which is critical for all numerical modelling of combustion systems.

A LES with detailed description of particle devolatilization by CPD and flamelet-
based homogeneous chemistry of the CRIEPI flame has been published by Rieth
et al. [109]. They compare this with earlier work [43, 118], where the de-
volatilization rate is found from empirical models with fitted and standard rate
constants. Char combustion is taken into account by a single-film model, assum-
ing direct oxidation of carbon to carbon monoxide [114], with subsequent further
oxidation of carbon monoxide in the gas phase. However, the influence of carbon
conversion models is quite low, since the residence time of the coal particles in
the domain is short and the coal is not fully converted [92]. In this and other LES
[118], good agreement of flow velocities and particle velocities with the experi-
ment is found. Additionally, they report a high variance in the individual particle
heating and devolatilization rates, but the direct employment of CPD can take
account of this at reasonable computational cost without tuning. This approach
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is thought to be of use in systems where a broad range of particle heat-up rates
is found. However, the effect of turbulence on char combustion/gasification is
not explicitly studied, as the CRIEPI flame’s focus is rather on devolatilization
reactions.

1.8.3 Industrial scale studies of biomass and coal combustion

Karampinis et al. [67] investigate the co-firing of cardoon (artichoke thistle [1])
in an industrial 300 MW lignite fuelled furnace using Ansys Fluent. Different
co-firing rates and biomass particle sizes and their limits for acceptable NOx lev-
els are studied. Simulation results are compared with plant data for design point
operation (without co-firing). Coal particles are assumed to be spherical with a
mean diameter of 104 µm and 27 µm for two different coal fuel streams, respec-
tively. Two different biomass diameters of 1 mm and 5 mm are investigated, with
an aspect ratio of four. This corresponds to cylindrical particles and shows the
significant differences in typical shape and size of coal and biomass fuels [31].
Gas phase combustion is modelled using the EDC with finite rates from a 2-step
global mechanism. Equations governing the lignite and biomass motion, heat
up and combustion are implemented using a User Defined Function (UDF). The
non-sphericity of the biomass is accounted for by introduction of a shape factor.
Both coal and biomass drag factors are then calculated using the implemented
model in Fluent for spherical and non-spherical particles, respectively. The parti-
cles are inserted into the domain dried, and the amount of flue gas recirculation is
calculated to match the energy required to dry the solid mass. Devolatilization is
governed by a single rate model with different rate constants for coal and biomass
respectively, and combustion is governed by two- and one-step kinetic/diffusion
limited model, for coal and biomass respectively. For the non-spherical biomass
particles, the reaction rate is sped up by a enhancement factor, taking into account
the faster reaction of non-spherical particles in comparison to a spherical particle
[44]. This additional modelling required to account for large particle sizes and
irregular shapes highlights the increased complexity of biomass combustion in
comparison to coal. Thermal and fuel NOx formation is studied, prompt NOx is
neglected due to the fuel lean conditions in the furnace. Fuel NOx is modelled
by assuming intermediate nitrogen species released during devolatilization, and
char bound nitrogen that forms NO directly via a surface reaction [81, 5]. The
composition of the intermediate nitrogen species from devolatilizing are different
for biomass and coal. Good agreement between measurements and simulations
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is found for the heat flux and composition of flue gases. The mass flow is de-
creased, while the outlet temperature is increased during co-firing, which results
in a nearly unaffected heat flux. A 10% decrease in NOx emissions is reported,
which is assumed to be due to the lower fuel bound nitrogen of biomass. More-
over, the intermediate nitrogen compound which is mainly released by biomass
has a lower conversion ratio to NO than the nitrogen compound mostly released
by coal. This trend of decreased NOx emissions is reported to be in accordance
with published data, but failed to materialize during the co-firing campaign of
the furnace in question. A short duration and varying load during the co-firing
campaign are given as reasons for this discrepancy. Regarding the influence of
the biomass particle size, large biomass particles are found to exit the furnace via
the hopper with low burnout, increasing hopper losses. These particles mostly
entered the furnace through burners located farther down in the burner. Small
biomass particles achieve high burnouts. The authors recommend milling the
biomass particles to small sizes or inserting the particles via a distinct feeding
system located in the middle section of the furnace. Via simulations, recommen-
dations for upgrade of an existing system can be made that would have been much
more costly if investigated with experiments.

Choi and Kim [26] studied an industrial 500 MW pulverized coal furnace
using RANS with Re-Normalisation Group (RNG) k-ε as the turbulence clo-
sure. The effect of the turbulent flow on the particle trajectories is accounted
for by stochastic tracking, where the particles are displaced in random directions
with a magnitude that depends on the local turbulence intensity [5]. Devolatiliza-
tion is modelled by a two competing rate model and char combustion by a ki-
netic/diffusion limited model of Baum and Street [9]. Gas phase combustion is
modelled by solving for the mixture fraction. The influence of turbulence on the
chemistry is accounted for by a presumed β-PDF. The goal of this study was
to investigate the effect of air staging on the NOx emission, and the NOx emis-
sions are calculated as a post-processing step, assuming that NOx has negligible
effect on the combustion itself. They report good agreement between the simu-
lation and measurements on such global values as total heat flux to the furnace
walls, temperatures and species concentrations at the furnace exit. Furthermore,
it is shown that air staging can reduce the forming of thermal NOx, due to the
reduced temperature. This work is an example for the use of simulation tools
in the improvement of control or design of an industrial scale furnace. It also
highlights a possibility where the research of the present thesis can be of use.
The kinetic/diffusion limited model of Baum and Street implemented into Ansys
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Fluent does not take into account turbulent clustering on the char conversion rate.
The work conducted in this thesis aims to provide a model that can account for
this effect for RANS and coarse LES.

1.8.4 DNS studies

Luo et al. [85] performed a study of the CRIEPI flame at a Reynolds number
of 28,000 and with homogeneous and heterogeneous reactions. Fluid-particle
transfers are evaluated for momentum, mass, species and energy. The particle
is accelerated by gravity and drag. Particle drying is modelled akin to a droplet
evaporation model, and devolatilization is described by a competing rate model,
where the volatile species is assumed to be CH4 to reduce computational cost.
Coal combustion is then modelled using a three-step global mechanism. Particles
are treated as point particles and the number of grid cells in the domain is around
700 million. Gas phase combustion is modelled by a two-step global mechanism
[112]. The radiation heat transfer between particle and gas is modelled by a
simple radiation model between the particle and the mean temperature of the
surrounding gas.

They find qualitative agreement with experiments for the particle mean and
rms velocity, and that particles with a smaller diameter have a larger radial dis-
tance to the jet centreline that larger ones. This may be due to the ability of small
(and light) particles to follow vortices easier than large, heavy ones. Moreover
vortex rings are created around the jet, and as these vortex rings travel down-
stream and begin to become skewed, particles aggregate around them. In the
upstream region close to the burner nozzle, only singular particles are reacting in
the IPC regime, while the majority of the particles in the jet are not yet reacting.
Further downstream, particle dispersion and turbulence has mixed oxidiser and
particles, and large groups of particles are burning together in a GC regime. To
gain insight into the connections between the mixture fraction, temperature and
mass fraction, conditional means and averages of the temperature and heat release
rates with respect to the mixture fraction are analysed. It is found that the heat
release rate in the downstream region has two peaks, which is explained as being
due to the heat release having two possible sources: homogeneous combustion
where the mixture fraction in the gas phase is close to its stoichiometric value,
and on the fuel rich side where char combustion takes place. When studying the
distribution of the particle number density as a function of the axial distance from
the nozzle, a zone with deceleration and subsequent dispersion is found. As in
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the LES study of Rieth et al. [109], char conversion is low due to the insuffi-
cient length of the domain. So, while char combustion is taken into account, the
combustion process is only studied at its beginning, where devolatilization and
homogeneous combustion processes dominate.

A DNS study of the influence of the fuel equivalence ratio in gas and partic-
ulate phase and turbulent fluctuations on the ignition process of a coal particle
laden mixture is performed by Brosh and Chakraborty [19]. For the gas phase
and particle phase equations, as well as devolatilization and gas phase combus-
tion modelling the same approach as used in Luo et al. [85] is chosen. The rate
coefficients for the homogeneous reaction mechanism are calibrated to yield a re-
alistic laminar unstrained burning velocity. The general models for particle heat
transfer, combustion and devolatilization as well as the ones for gas phase com-
bustion are similar to the study of Luo et al., but here, the particles are assumed
to be pre-heated and dried. To study ignition behaviour of turbulent particle laden
mixtures, a range of turbulence fluctuation velocities are analysed. Additionally,
the amount of gaseous volatiles and the amount of particles (containing volatiles)
are varied. An ignition kernel is placed in the centre of the domain and the ensu-
ing temperature changes, devolatilization rates and reaction rates are studied.

If the particles have volatile content, the mixture burns in the non-premixed
mode for laminar flows, but the premixed mode of combustion is stronger for
turbulent flows due to turbulent mixing. Moreover, it is reported that too high
turbulent velocities transport too much energy away from the ignition kernel, so
that no sustained combustion follows ignition. For cases with a low fuel content
in the particle phase, the fuel content in the gas phase has no big influence on the
sustained combustion. However, for fuel-rich particles, a high gaseous fuel load
decreases the chance of sustained combustion, as the mixture becomes too fuel
rich. Again, the early stages of combustion are studied, where devolatilization
and the combustion of devolatilized gases are the primary processes.

An investigation of the CRIEPI pulverized coal jet flame is performed numer-
ically by Hara et al. [52]. The goal of the study is to find a simple global homoge-
neous reaction mechanism that is able to describe the combustion of volatile mat-
ter of varying composition, so that the use of different coal types can be simulated.
They propose a two-step global reaction scheme validated against data of the
laminar flame speed and burned gas temperature of a detailed reaction scheme.
Additionally, the physical and chemical properties of the devolatilized gas are
fitted to yield good approximations for different coals and heating rates. The re-
action rates are adapted to take into account effects of equivalence ratio, pressure,
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temperature and dilution by CO2 and H2O. With the extended global reaction
scheme, they are able to reproduce the laminar flame speed for different coals,
temperatures and pressures. Particles are inserted with a varying diameter but
constant density. For particle motion, the Stokes drag with the Schiller-Naumann
correlation for low and intermediate Reynolds numbers [111] and for heat trans-
fer the Ranz-Marschall correlation with a Stefan flow extension [50, 102] is used.
Gravity is neglected. The diameter of the coal particles is assumed to be constant
during the combustion process. Combustion of the carbon fixed in the char is
governed by the model proposed by Field [41], taking into account the reaction
as well the diffusion rate of oxygen to the particle surface.

The streamwise motion of the coal particles on the central axis agrees well
with the data obtained from experiments [61]. Regarding the streamwise particle
velocities depending on their radial position on two axial positions, lower values
than found in the experiment are reported. A possible explanation is that the addi-
tional air from the pulverized coal feeder is not accounted for correctly. Another
reason for discrepancies between the experimental and numerical data is that
gravity’s influence on the particles is neglected in the simulations. Comparisons
between simulated and measured gas and particle temperatures are presented, and
the simulated particle temperatures are found to be higher than the ones measured.
This discrepancy is thought to be due to the measurement method that cannot re-
liably distinguish between particle, gas and soot radiation. The O2 and CO2 levels
reported for the simulation are closer to the measured ones than for a LES study
of the same system [43], but also here some of the discrepancies are reckoned to
be due to low spatial resolution of the measurement method. Particle clustering
is reported to happen mostly when each particles Stokes number is around unity,
which happens upstream for smaller and further downstream for larger particles,
as they lose mass. Additionally, combustion behaviour is analysed by means of
the FI (as in the study of Brosh and Chakraborty in Section 1.8.4). A negative FI,
implying non-premixed combustion is reported for the outer flame layer, while
premixed combustion is found in the inner flame layer, close to the particle posi-
tion. Even closer to the central axis, a diffusion regime is identified by the FI, but
closer examination reveals that the release of devolatilized gases overpowers the
consumption by the actual pre-mixed combustion. This turns the gradient of fuel
fraction, making the FI negative. Concluding, the simple reaction mechanism is
able to correctly predict combustion behaviour for a wide range of conditions,
and DNS is able to predict a lab-scale pulverized coal jet flame, making it a good
tool to further study PCC systems.



Chapter 2

Theory

In order to understand the different combustion and particle regimes, it is helpful
to define a range of dimensionless numbers. These dimensionless numbers are
helpful to identify which physical processes are dominant in a system. The basic
dimensionless numbers that are used to describe turbulent combustion systems
and their subprocesses are introduced in Section 2.1.

In Section 2.2 the equations are given for the flow system that treats the het-
erogeneous reactions as a consumption of a passive reactant. The passive reactant
is convected and diffused by the flow, but is only consumed at the particles sur-
face. The reactant does not interact with the fluid or particles in any other way.
This system is examined and presented in Papers 1 and 2 (Section 5.1 and 5.2),
while a slightly more advanced system is studied in Paper 4 5.4. Subsequently,
the equations used to describe a flow system with more realistic chemistry are
given in Section 2.3. The studies involving the more realistic chemistry are used
for Paper 5 which is presented in Section 5.5. Moreover, at the end of the chapter
in Subsection 2.3.3, the equations governing particle combustion with adsorbed
species are introduced. These equations are part of the ”Stanford Code” [55] and
are as part of the present work implemented into ”The Pencil Code”. No studies
have been performed with them in junction with solid fuel combustion in a DNS
framework. The ”Stanford Code” has been used for studies published in Paper 3,
which is found in Section 5.3.

29
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2.1 Dimensionless numbers

Reynolds number:
The Reynolds number is the ratio between the convective and the viscous force
and defined as

Re =
uL
ν
, (2.1)

where u is a velocity, L a typical lenght scale, and ν the dynamic viscosity. The
numerator stands for the chaotic, inertial forces, the denominator for the damping,
viscous forces. When the Reynolds number is low, a flow is smooth. Opposed to
this, at high Reynolds numbers, the flow is dominated by vortices and generally
unstable.

Sherwood and Nusselt number:
The Sherwood number is the ratio between the convective and diffusive mass
transfer

Sh =
kL
D
, (2.2)

where k is the convective mass transfer rate and D the diffusion coefficient. The
used correlation for the Sherwood number is Eq. 2.22 in Subsection 2.2.2. In
analogy, the Nusselt number is the ratio between the convective and conductive
heat transfer

Nu =
HL
kg
, (2.3)

where H is the heat transfer coefficient and kg the conductivity. A Nusselt number
correlation is found in Eq. 2.54 in Subsection 2.3.2.

Stokes number:
The Stokes number is defined as the ratio between the stopping time of a particle,
which depends on the inertia of a particle in its surrounding flow, and a typical
flow time scale:

St =
τp

τ f
. (2.4)
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Here τp is the particle stopping time and τ f a relevant fluid time scale, such as
the time one vortex in the flow needs to fulfill one rotation. Particles with a
low Stokes number are able to follow the motion of their surrounding fluid very
precisely, while the trajectory of particles with a high Stokes number is much
less influenced by fluid movements. Note that the flow time scale can be defined
to have a broad range of values, and particles that have a high Stokes number
in respect to very small flow scales (with small time scales) have a low Stokes
number in respect to large flow scales.

Damköhler number:

The Damköhler number is used to compare the speed of chemical reactions with
the speed of turbulent mass transfer. In the present work, it is evaluated as

Da =
τ f

τc
, (2.5)

where τc is a chemical time scale. If the Damköhler number is high, chemical
reactions are much faster than the transport processes. Reactions are then pro-
ceeding in a non-premixed regime. For low Damköhler numbers, transport rates
of species in a flow are faster than the chemical reaction potentially consuming
species, and the combustion regime can be described as being well mixed or pre-
mixed.

For a description of the chemical time scales for homogeneous combustion,
both non-premixed and premixed, the reader is reffered to the book of Poinsot
and Vervisch [104].

In the current analysis, the chemical time scale is constructed from a reaction
rate,

αc = npApke f f , (2.6)

where np is the mean number density of particles in the domain, Ap the mean
particle surface and ke f f a reaction rate. The reaction rate is the available reactive
surface area per volume multiplied with the reaction speed. The chemical time
scale is then found with

τc =
1
αc
. (2.7)
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2.2 Passive scalar studies

2.2.1 Fluid equations

Mass conservation:
For the passive scalar studies, the flow that is simulated is isothermal, yet com-
pressible. To obtain a flow system that is homogeneous and isotropic, gravity is
neglected and the boundaries of the domain are periodic. The equation of the
conservation of mass is:

Dρ
Dt

= −ρ∇ · u, (2.8)

where the advective derivative is

D
Dt

=
∂

∂t
+ u · ∇. (2.9)

Here, ρ is the density of the fluid and t time. The operator ∇ = ∂
∂x + ∂

∂y + ∂
∂z that

appears in the second term on the Right Hand Side (RHS) is the gradient of a
function in three Cartesian coordinates x, y and z.

Momentum conservation:
The equation of conservation of momentum of one fluid element is:

ρ
Du
Dt

= −∇p + ∇ · (2µS) + ρ f + F, (2.10)

where viscous effects are accounted for by the traceless rate of strain

S =
1
2

(
∇u + (∇u)T

)
− 1

3
δi j∇ · u, (2.11)

and the dynamic viscosity µ. The symbol δi j in the second term on the RHS is the
Kronecker delta, which is 1 if i = j, and 0 otherwise. The pressure is calculated
from the isothermal sound speed and density: p = c2

sρ. The term f accounts for
volumetric forces like gravity, but in this study, was used to produce isotropic,
homogeneous turbulence. The forcing function used is taken from Brandenburgs
study [15], which was already employed in a study on hydrogen combustion of
Babkovskaia et al. [8]. The function forces the flow every time step in a random
direction in the plane perpendicular to a random wave vector which is shorter
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Figure 2.1: Power spectrum the kinetic energy of wave number k of a simulation
with turbulent forcing and a grid cell number of 10243.

than the length of the domain. The length of the wave vector is also the length of
the most energy rich scale of the flow, the integral scale L.

The term F accounts for the back reaction of the particle drag on the fluid.
Two way coupling of heavy particles can enhance production or dissipation of
turbulence, depending on the ratio of the particle stopping time and the flow time
scale, as well as the mass loading. The study of turbulence and particles is a very
active field of research [46, 117, 35, 39], and the use of two-way coupling with
forced turbulence is discouraged. To obtain knowledge of the turbulence-particle
interaction, they recommend use of decaying turbulence. However, since the dy-
namic particle-turbulence interaction is not the focus of the thesis and a statistical
steady state is required, continuous forcing with two-way coupling is used. The
turbulent energy spectrum is modulated by the turbulence, in accordance with
the findings of [48]. Figure 2.1 shows the power spectrum of kinetic energy as a
function of the wave number k for a simulation of with a cell number of 10243.
The −5/3 gradient of the inertial range (dashed line) is evident. The energy rich
integral scale is visible as the flat top of the power spectrum in the upper left cor-
ner of each plot. Also visible is the faster dissipation of energy in the dissipation
range at higher wave numbers.
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Passive reactant:
A simplified system to study reactions, mixing, diffusion or conversion processes
include the use of the passive scalars [40]. A passive scalar is a variable that is
transported and diffused by the flow field, but has no influence on the proper-
ties of the flow otherwise. To study heterogeneous reactions, the passive scalar
is assumed to be consumed at the surface of particles present in the flow. Since
this process can be compared to catalytic conversion or the passive scalar being
interpreted as a reactant for a isothermal, unimolar reaction, the term ”passive
reactant” is used from now on. The convection-diffusion equation of the mo-
lar fraction of the passive reactant X, with a consumption term at the particles
surface, is given by:

DX
Dt

= −D∇2X + R̂pass, (2.12)

with D being the diffusivity of the passive reactant and R̂pass the sink term due
to the conversion of the reactant at the particles surface. Note that there is no
dissipation term in this formula. The only way the total amount of passive reac-
tant in the computational domain can change is via particle dependent reactions.
This method is a stable, computationally effective method to study heterogeneous
reactions in a turbulent flow field.

2.2.2 Particle equations

The particles in the passive reactant studies are much smaller than the grid size
and much denser than the fluid. Therefore, the only force acting on the particle is
the Stokes drag [28]. Gravity forces are, as for the fluid, neglected. The particles
are tracked in a Lagrangian manner, and since the volume fraction of the particles
in the flow is dilute, no particle-particle interaction is modelled.

Speed and position:
The velocity v of one particle is evolved as:

dv
dt

=
1
τp

(u − v) =
F

mp
, (2.13)

with the particle stopping time given as τp = ρpd2
p/18µ(1 + fc) when fc =

0.15Re0.687
p is due to the Schiller-Naumann correlation [111] which extends the
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applicability of this model to particle Reynolds numbers of up to 800. The parti-
cle Reynolds number is given by

Rep =
|u − v|dpρ

µ
, (2.14)

where dp is the particle diameter, µ the dynamic viscosity of the fluid and ρ the
fluid density. The particles density is given by ρp, and mp is the particles mass.
The drag force F is the one inserted into Eq. 2.10 in Subsection 2.2.1. The
particle position X is then found by:

dX
dt

= v (2.15)

Particle specific consumption rate:

The reactant that is carried by the fluid phase is converted at the particle surface
at a rate of

R̂pass =
ApkkinXs

Vcell
, (2.16)

where Ap is the particles surface area, Xs the passive reactant molar fraction at
the particle surface, kkin the kinetic reaction rate and Vcell the volume of the grid
cell. By assuming equilibrium between diffusive transport and passive reactant
consumption at the particles surface it is possible to express the Xs as a function
of the molar fraction X∞ in the grid cell:

kkinXs︸︷︷︸
Reactant consumption

= kdi f f (X∞ − Xs)︸            ︷︷            ︸
Di f f usion

. (2.17)

Solving for Xs yields:

Xs =
kdi f f X∞

kkin + kdi f f
. (2.18)

Inserting Eq. 2.18 in Eq. 2.16 gives:

R̂pass =
Apke f f X∞

Vcell
, (2.19)



36 CHAPTER 2. THEORY

where

ke f f = (kkinkdi f f )/(kkin + kdi f f ) (2.20)

is the effective reaction rate after the ideas of Baum and Street [9]. The mass
transfer coefficient is here given by

kdi f f =
DSh
dp

, (2.21)

where Sh is the Sherwood coefficient. The Sherwood coefficient is taken from
the Ranz-Marshall correlation and is:

Sh = 2 + 0.69Re0.5
p Sc0.33, (2.22)

with the Schmidt number being Sc = µ/ρD. The Sherwood coefficient was set
to two, assuming quiescent fluid immediately around the particle, for Papers 1
and 2, and was calculated with Eq. 2.22 for Papers 4 and 5. An example of
how the particles consume passive reactant is shown in the left panel of Fig. 2.2,
where the fraction of passive reactant is shown for a slice of the domain for an
example simulation. Dark areas have a low content of passive reactant, light
areas still have high fractions of passive reactant. The position of particles in
this slice is shown in the right panel and aligns exactly with the regions of low
passive reactant fraction. The kinetic reaction rate kkin, as well as the passive
scalar diffusivity D are parameters set on startup, and are unchanged during the
simulation.

2.3 Chemistry studies

To study more realistic heterogeneous reactions, ”The Pencil Code” has been ex-
tended to model more realistic homogeneous and heterogeneous reactions and
their effect on the flow. While the fluid in the passive reactant case was not af-
fected by the conversion of the reactant, the mass, species, momentum and energy
transfer from and to the fluid will in reality change the nature of the flow. These
changing properties of the flow have to be taken into account since their impact on
the connection between turbulence and heterogeneous reaction rates is unknown.
The extension to account for homogeneous and heterogeneous chemistry comes
with increasing computational cost, due to the need to store and evolve more
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Figure 2.2: Sketch of the fraction of passive reactant in a slice of the domain
(left). Dark areas have a low content of passive reactant, light areas a high one.
The position of particles (right) exactly aligns with regions of low passive reactant
content.

chemical and physical properties of the flow and particles. Moreover, some of
the transfer effects, such as mass transfer from particle to fluid phase, adversely
affect the numerical stability of the simulations. Some of the methods that are
applied to increase numerical stability and computational speed are described in
Section 2.4.

2.3.1 Fluid equations

Mass conservation:

As in the simulation of the passive reactant, the continuity equation is solved in
the form

Dρ
Dt

= −ρ∇ · u + S ρ, (2.23)

where D/Dt = ∂/∂t + u · ∇ is the advective derivative, ρ is the density, u is the
velocity and

S ρ =
−1
Vcell

Nparticles∑

i

dmp,i

dt
(2.24)
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is the mass source term due to mass transfer from the particles to the fluid. In the
above equation mp,i represent the mass of particle number i, Vcell is the volume of
the grid cell and the summation is over all particles i in the grid cell, Nparticles.

Momentum conservation:
The momentum equation is written in the form

ρ
Du
Dt

= −∇p + ∇ · (2µS) + ρ f + S m,p + F, (2.25)

where the term

S m,p =
1

Vcell

Nparticles∑

i

dmp,i

dt
(u − vi) (2.26)

accounts for the momentum that is transferred to the fluid by the mass that is
transferred from the particle with velocity v to the fluid velocity u. Note that dmp,i

dt
is negative when the particle is losing mass.

Species conservation:
The equation for the mass fractions of each species is

ρ
DYk

Dt
= −∇ · Jk + ω̇k + S y,k, (2.27)

where Y is the mass fraction, J is the diffusive flux, ω̇k is the source term due to
gas phase reactions, subscript k refers to species number k and

S y,k =
1

Vcell

Nparticles∑

i

(
Ẇk,i + Yk

dmp,i

dt

)
(2.28)

is due to gas phase species being products or reactants in the heterogeneous re-
actions. Here Ẇk is the species mass production rate (mass per time per particle)
of gas phase species k due to heterogeneous reactions, which will be described in
Eq. 2.41 in Subsection 2.3.2. Please note that the term dmp,i/dt is the change in
particle mass given by Eq. 2.40. The diffusive flux of species k is given by

Jk = ρYkVk (2.29)

when Vk is the diffusive velocity of species k.
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Energy conservation:

The energy equation is

cv
D ln Tgas

Dt
=

Nspecies∑

k

(−∇ · Jk + ω̇k)
(

R

Mk

− hs,k

Tgas

)
− R

Mk

∇ · u

+
2νS2

Tgas
− ∇ · q
ρTgas

+ S T,conv + S enth,

(2.30)

where Tgas is the fluid temperature, cv is the heat capacity at constant volume, R
is the universal gas constant, hs,k is the sensible enthalpy, Mk is the molar mass
and q is the heat flux

q =

Nspecies∑

k

hk Jk − kg∇Tgas. (2.31)

Here, hk = hs,k+∆h0
f ,k is the enthalpy of species k and ∆h0

f ,k is the heat of formation
of species k. The heat conductivity is given by kg. In the above equation, the sum
of the conductive and convective heat transfer from the particles to the gas is
given by

S T,conv =
1

ρTgas

1
Vcell

Nparticles∑

i

Qc,i. (2.32)

The term Qci is the convective heat transfer from particle to fluid which is de-
scribed in Eq. 2.52 in Subsection 2.3.2. The term S enth in Eq. 2.30 is the transport
of enthalpy via mass transfer from the particle to the fluid. It is described in Eq.
2.57 as part of the description of the particle equations in Subsection 2.3.2.

Homogeneous reactions:

Each grid cell is assumed to be a Perfectly Stirred Reactor (PSR), where the
reaction rates can be found directly from the kinetic reaction rates, the molar
fraction and the molar gas concentrations Cg = p/RTgas of the reactant species.
The rate of one reaction R̂hom, j can be found as:

R̂hom, j = k+
kin,g, j

Nspecies∏

k

(
XkCg

)υ′j,k − k−kin,g, j

Nspecies∏

k

(
XkCg

)υ′′j,k , (2.33)
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where k+
kin,g and k−kin,g are the forward and reverse reaction rates in the gas phase,

respectively. The production rate of species ω̇k is now found as:

ω̇k = Mk

Nreactions∑

j

(υ′′j,k − υ′j,k)R̂hom, j (2.34)

In this equation, Mk stands for the molar mass of species k, υ′′j,k and υ′j,k are the
stochiometric coefficients of the species for the product and reactant side respec-
tively.

Forward and reverse reaction rate:

The kinetic rate of the reaction k+
kin,g is given by the Arrhenius expression

k+
kin,g, j = B jT

α j
gas exp

( −E j

RTgas

)
, (2.35)

where B j is the pre-exponential factor, α j is the temperature exponent, and E j

is the activation energy, which is given by a chemical mechansism. The reverse
reaction rate k−kin,g, j is calculated with the equilibrium constant Keq, j:

Keq, j =
k+

kin,g, j

k−kin,g, j

, (2.36)

where Keq, j is:

Keq, j = exp
(∆S 0

j

R
−

∆H0
j

RTgas

)( p
RTgas

)∆Ngas, j

. (2.37)

The term in the first set of parentheses on the RHS represents −∆G0
j/RTgas, where

∆G0
j is the change of Gibbs free energy over the reaction [68]. The change in

Gibbs free energy is a measure of the thermodynamic potential that a system tries
to minimize. In essence, endothermic processes are favoured at higher tempera-
tures, while exothermic ones are favoured at lower temperatures. The term in the
second parentheses accounts for the change in gas phase moles over the reaction
and introduces a pressure dependence on the equilibrium. This is important since
the simulation system has a fixed volume, so changing the number of gaseous
molecules in the domain has an influence on the pressure. The change in gas
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molecules over the reaction ∆Ngas, j is:

∆Ngas, j =

Nspecies∑

k

υ′′j,k − υ′j,k. (2.38)

Implemented reaction types:
The homogeneous reaction module of ”The Pencil code” is compatible with all
reaction types that are present in the mechanism GRI-Mech 3.0 [113]. The GRI-
Mech 3.0 is a widely used and heavily optimized flame mechanism for propane
flames. It is fitted to experimental targets such as ignition delay, species profiles
and laminar flame speeds and is constantly updated. The reaction types that are
implemented into the homogeneous reaction module of ”The Pencil Code” are:

• Non-reversible reactions

• Reversible reactions

• Third body reactions

• Reactions of arbitrary reaction order

• Pressure dependent reactions with low and high pressure limits

• The TROE falloff form

The different reactions types are necessary to describe reactions that are global
or detailed. Falloff reactions are reactions that need a third body to proceed for
low pressures, but not for high pressures. Information about the calculation of
the reaction rate for the different reaction types, please consider the CHEMKIN
manual [68].

2.3.2 Particle equations

In this work, the particles are regarded as point particles, displacing no volume of
the fluid, which is valid for particles much smaller than the grid resolution. This
approach was chosen as the goal was to conduct DNS studies with a large number
of particles. Moreover, intra-particle transfers are neglected, greatly saving on
computational cost. Although the number of particles simulated was quite high,
the small volume of each particle meant that particle-particle interaction could
also be neglected. While there are studies where the particles are resolved, their
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prohibitive computational cost restricts the simulated scale to very small systems
[30, 125]. However, knowledge gained from studying the small scales can be
used to create closure models for large scale models.

Speed and position:

The speed and position of the particles is evolved as the passive scalar studies in
section 2.2.2. Due to the implemented large density ratio and neglected gravity,
the particles are only accelerated according to the Stokes drag. A Ranz-Marshall
correlation is used to account for the effect of low to intermediate slip velocities
on the drag coefficient.

Particle mass loss and reaction rate, global mechanism:

The current particle reaction model assumes the combustion of dried, devolatilized
char. While all studies in Subsection 1.8.4 use a particle combustion model, they
focus on the phenomena early in the combustion, where devolatilization pro-
cesses and homogeneous combustion of volatiles dominate. The particles are
usually leaving the domain with a large part of their fixed char unreacted. It was
the goal to shed some light on the processes that happen after the particles have
dried and devolatilized. The particles are assumed to be spherical, and reactions
happen only at the surface. This assumption is mostly valid for high tempera-
tures, when the kinetic reaction rate is much higher than the transport of gaseous
reactants to the particle. Moreover, this reaction is a comparable process to the
one used in the studies using the passive reactant in Subsection 2.2.2, while the
whole simulation includes more realistic chemistry. This facilitates comparison
and analysis. For the global mechanisms, only non-reversible reactions of the
form

C + O2 → CO2 (2.39)

are considered. The mass loss rate of a single particle is calculated as:

dmp

dt
= −

Nspecies∑

k

Ẇk, (2.40)
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where the Ẇk is the mass production rate per particle of species k. The mass
production rate is:

Ẇk = ApP̂kMk, (2.41)

where P̂k is the surface specific production rate and Mk the molar mass. The
surface specific production rate is constructed from the stoichiometric coefficients
υ′′j,k/υ

′
j,k of the product/reactant side and the reaction rate R̂ j of reaction j:

P̂k =

Nreactions∑

j

R̂ j(υ′′j,k − υ′j,k), (2.42)

with the rate of reaction j, R̂ j, being:

R̂ j = kkin,s, j

Nspecies∏

k

(
Xk,sCg

)υ′j,k . (2.43)

The molar concentration of the gas around the particle Cg,p is calculated with the
ideal gas law,

Cg,p =
p

RT f ilm
, (2.44)

where the film temperature is T f ilm = (2Tp + Tgas)/3 [134].

Calculating the molar surface fraction:

The evolution of the molar surface fraction Xk,s of the reactant species k is, for a
general set of reactions, given by [55]:

dXk,s

dt
=

Ap

ΘCg,pVp

[
P̂k︸︷︷︸

Consumption

−
( Nspecies∑

m

P̂m

)
Xk,s

︸           ︷︷           ︸
S te f an f low

+ kdi f f ,kCg(Xk,∞ − Xk,s)︸                    ︷︷                    ︸
Di f f usion

]
. (2.45)

The mass transfer coefficient here is found from:

kdi f f ,k =
ShDdi f f ,k

2rp
, (2.46)
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Figure 2.3: Processes in and at the fluid film around the particle

where the Sherwood number is taken from Eq. 2.22 in Subsection 2.2.2. This
model assumes that the particle is surrounded by a thin film of fluid which has
the surface molar concentration of species Xk,s. The total volume of the fluid film
is ΘVp, where θ is a parameter relating the volume of the fluid field to the volume
of the particle. A vsiualization of the fluid film around the particles and all the
processes affecting the surface molar fraction are shown in Fig. 2.3. The diffusive
transfer of species between ambient fluid and film is shown by the solid double
ended vector. The dashed vector pointing away from the particle describes the
transport away from the particle surface by the Stefan flow. The volume of the
particle is given by Vp, while the volume of the film zone is given by ΘVp and the
consumption or production of surface species is given by P̂.

The surface molar fraction has to be initialized at startup, either with a cho-
sen value or with the molar fraction of the far field, Xk,∞. When equilibrium is
assumed for each timestep, dXk,s

dt = 0, the term in the square brackets of Eq. 2.45
becomes

0 = P̂k −
( Nspecies∑

m

P̂m

)
Xk,s + kdi f f ,kCg(Xk,∞ − Xk,s), (2.47)

and can be used to solve for the surface molar fraction without having to evolve
it as a flow variable. For a single unimolar reaction with one reactant (where the
second term in Eq. 2.47 is zero), the relation P̂k = kkin,sCgXk,s is used to solve for
the surface molar fraction:

Xk,s = Xk,∞kdi f f ,k/(kdi f f ,k + kkin,s). (2.48)

For several reactions involving several reactants, a multivariate set of equations
has to be set up and solved by a Newton-Raphson method.
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Particle temperature:

The particles are assumed to be thermally thin, resulting in a uniform temperature
distribution throughout the particle. This is reasonable for char particles below 7
mm [29], and the particles used in this study are in the µm scale. This means that
the assumption of thermally thin particles is valid, which saves on computation
time and storage space. The particle temperature evolution is given by:

dTp

dt
=

1
mpcp,p

(Qreac − Qc + Qrad), (2.49)

where Qreac is the reactive heating rate, Qc the conductive heat loss to the fluid
and Qrad = εσAp(T 4

w − T 4
p) the radiative heat transfer to the wall. Since there is

no wall inside the domain, the wall temperature Tw is a parameter that is set at
runtime. Further, ε is the emissivity and σ the Stefan-Boltzmann constant. This
is a simple radiation model which acts mainly as a heat sink in the system. The
reactive heating rate is given by the sum of the heat of the reaction multiplied
with the reaction rate:

Qreac = Ap

Nreactions∑

j

R̂ jqreac, j. (2.50)

The heat of reaction j is calculated as:

qreac, j =

Nspecies∑

k

h0,k(υ′j,k − υ′′j,k), (2.51)

where h0,k is the heat of formation of species k. The reactive heating only heats
up the particle, as the heat loss to the fluid is already accounted for by evaluating
the species enthalpy that is transferred to the fluid at the particles temperature.

The conductive heat transfer from the particle to the fluid is:

Qc = HAp(Tp − Tgas). (2.52)

The heat transfer coefficient H can be expressed as

H =
Nukg

dp

B
exp(B) − 1

(2.53)

when kg is the thermal conductivity of the gas mixture and Nu is the Nusselt num-
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ber obtained from the Ranz-Marshall correlation [107] for low and intermediate
particle Reynolds numbers:

Nu = 2 + 0.6Re0.5
p Pr0.33 (2.54)

with Pr being the Prandtl number of the fluid calculated with

Pr =
µcp

kg
. (2.55)

The Stefan flow constant B in Eq. 2.53 is given by

B =
ṁpcp,g

πdpNukg
. (2.56)

The mass bound heat transfer appearing in Eq. 2.30 is thus given by:

S enth =

Nspecies∑

k

Ẇk, hk(Tphase) (2.57)

which consists of the sum of the enthalpies hk of the species transferred to
and from the particle and the respective mass production rate. If the species is net
consumed at the particle, its enthalpy is evaluated at the gas temperature, if it is
net produced, its enthalpy is evaluated at the particle temperature.

2.3.3 Particle reactions with adsorbed species

Detailed heterogeneous mechanisms deal with adsorption and desorption of species
on the reactive surface of the particle. When exposed to reactive compounds in
gaseous form, adsorbed species can form at carbon atoms on the surface of the
particle (called free carbon sites) [57]. The particle is no longer assumed to be
spherical and only reactive on the surface, but porous, with pore diffusion and an
internal surface.

An example is given as the adsorption of water on two free carbon sites on
the surface of a carbonaceous particle to form an adsorbed C(OH) and C(H)
complex:

2C f + H2O→ C(OH) + C(H), (2.58)

which is sketched in the upper left panel of Fig. 2.4. These adsorbed species then
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can react with gaseous species,

C(O) + CO→ C f + CO2, (2.59)

which is shown in the upper right panel of Fig. 2.4, or desorb into the gas phase:

C(O)→ CO. (2.60)

This process is shown in the lower left panel of Fig. 2.4. In the figure, black
circles are the free carbon sites, oxygen is depicted as a red circle and blue circles
are hydrogen atoms. Carbon atoms that are not reachable by gaseous species are
light gray. When a adsorbed complex desorbs into the gas phase, an underly-
ing carbon atom subsequently becomes a free carbon site. This type of reaction
mechanism is implemented into the ”Stanford Code” to study the inhibition by
adsorbed species on the surface of char [55] and was extended to read mech-
anism files. This facilitated studies that investigated the influence of individual
reactions on the hydrogen inhibition during char gasification [77, 122]. The equa-
tions governing the combustion or gasification of a particle with adsorbed species
have been implemented into ”The Pencil Code”. However, due to constraints in
both time as well as in computational resources, no studies have been performed
with ”The Pencil Code” and these kind of mechanisms. To perform a simula-
tion using a detailed mechanism using adsorbed/desorbed species, the memory
required for each particle increases, as does the number of equations. Moreover,
the adsorbtion/desorbtion reaction rates can vary by several magnitudes, poten-
tially leading to stiff equations [49]. This, with the necessity to calculate these
stiff equations for each particle, restricts use of detailed reaction mechanisms to
small scale studies.

Burning mode:
The particle can undergo a change in density, radius and mass during combustion.
Depending on the ratio of the speed of reactions to the diffusion of reactants, the
particle can undergo combustion in three combustion zones [12, 93]:

• Zone 1: When the speed of reactions is slow compared to the diffusion
of reactants inside the particle, combustion is proceeding throughout the
particle. The particle is losing mass by losing density.

• Zone 2: This is an intermediate zone of combustion, where the particle is
losing mass by shrinking and losing density.
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Figure 2.4: Different adsorption/desorption processes: Upper left is 2C f +H2O→
C(OH) + C(H), upper right C(O) + CO→ C f + CO2, lower left C(O)→ CO

Figure 2.5: Particle size and density evolution over time for different combustion
zones.

• Zone 3: When the speed of reaction is high compared to the internal dif-
fusion of reactants in the particle, reactions can be assumed to only be
happening at the particles surface. Thus, the particle is losing mass by
shrinking, retaining its density.

The different combustion zones are visualized in Fig. 2.5. The denser the particle,
the darker it is depicted. While a particle burning in zone 1 retains its radius but
slowly loses density, a particle in zone 3 just burns at the surface, shrinking but
retaining its density. A particle burning in zone 2 is a mixture of both. The
relation between the density evolution and its mass evolution taking into account
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the combustion zone is:

ρ(t + ∆t)
ρ(t)

=

(mp(t + ∆t)
mp(t)

)α
, (2.61)

while the relation between the mass of a particle and its size is:

rp(t + ∆t)
rp(t)

=

(mp(t + ∆t)
mp(t)

)β
. (2.62)

The burning mode parameter α is zero when the particle is only reaction on the
surface and 1 when the particle is reacting throughout its volume. The burning
mode parameter β, on the other hand, is zero when the particle is reacting in zone
1, and 1/3 when only reacting on the surface. By assuming spherical particles,
all combinations have to obey following law:

α + 3β = 1. (2.63)

Effectiveness factor:

To find the combustion zone, which defines if a particle is reacting only on its
outer surface, or throughout its internal, much larger surface, Thiele [121] defined
an effectiveness factor ηThiele. This effectiveness factor relates the actual reaction
rate that is happening to the rate that would occur if the particle was reacting
using all its internal surface. The effectiveness factor of species k for a reaction
of order n is given by:

ηThiele,k =
3
φn,k

( 1
tanh φn,k

− 1
φn,k

)
, (2.64)

with φn,k being the Thiele modulus:

φn,k = φk

√
n + 1/2 (2.65)

φk = rp

√
P̂kρpS gc

CgXkDe f f ,k
(2.66)

For a second order reaction, the value of n in Eq. 2.65 is 2. The effective diffusion
in this case is given by the harmonic mean of the bulk species diffusion coefficient
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Dk and the Knudsen diffusion DKn:

De f f ,k =
1

Dk
+

1
DKn,k

, (2.67)

where the Knudsen diffusion coefficient of species k is the diffusion speed where
the pores inside a material are so small that molecules will collide with the wall
instead of other molecules:

DKn,k =
2rporeθ

3τ

√
8RTp

πMk

. (2.68)

The tortuosity factor τ takes into account the random direction of the pores and
is a parameter. The porosity θ of the particle is given by θ = 1 − ρp

ρc
, where ρp is

the density of the particle and ρc the density of solid carbon. To obtain the mean
radius of the pores in the particle rpore, the porosity θ, roughness factor fr, the
particle density and the internal area to mass ratio S gc is used:

rpore =
2 frθ

ρpS gc
. (2.69)

Since an effectiveness factor of zero represents no internal reactions, it can be
used to describe the combustion zones, and the assumption

α = ηThiele (2.70)

is made to calculate the burning mode of a particle.

Evolution of the particle total surface:

The total surface S tot of a particle is given by S tot = S gcmp, where S gc is a mass
specific surface area. The evolution of the particle surface area over the conver-
sion c = 1 − mp(t)/mp,0 is given by:

S tot(t) = (1 − c)S tot,0

√
1 − ψ ln

( ρp

ρp,0

)
, (2.71)

where ψ is a structural parameter. This treatment allows for all kinds of combus-
tion zones [93]. The ini tial particle density ρp,0 is then needed to be saved for
each particle.
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Evolution of the adsorbed species:

If reaction mechanisms with gas phase and adsorbed species are considered, the
definition of the reaction rate from 2.43 in Subsection 2.3.2 has to be extended to
account for the concentration of adsorbed reactants Cs:

R̂ j = kkin, j

Nspecies∏

k

(CgXk)
υ′j,k

Nadsorbed∏

l

(CsΘl)
µ′j,l , (2.72)

where Cs is the molar surface concentration of sites, Θl the site fraction of ad-
sorbed species l and µ′j,l the stoichiometric coefficient for adsorbed species l in
reaction j. The evolution equation of the site fraction of adsorbed species l is:

dΘl

dt
=

R̂l

ξn
+ AmodR̂cΘl, (2.73)

where ξn is the surface concentration of all adsorption sites, occupied or not. This
equation has to be solved for all adsorbed species except the free sites, which are
calculated as:

Θ f ree = 1 −
Nadsorbed∑

j

Θ j. (2.74)

The first term on the RHS in Eq. 2.73 is due to the desorption and adsorption
rates of species l, R̂l:

R̂l =

Nreactions∑

j

(µ′′j,l − µ′j,l)R̂ j. (2.75)

The second term in Eq. 2.73 is due to the change in total sites present in the
particle. It is composed of the modified surface area Amod:

Amod =

(
1 − S 2

t,0(1 − c2)

2S 2
t

)
S gcMc, (2.76)

where the initial total surface area S t,0 and the current total surface area S t are
taken from Eq. 2.71. The carbon loss rate Rc is the speed with which the char
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particle is losing its constituent char:

R̂c = Mc

Nspecies∑

k

( Nreations∑

j

R̂ j(υ′′j,k − υ′j,k)ac,k

)
, (2.77)

where ac,k is the amount of carbon atoms in species k. Only the gaseous species
are considered here because they are the only ones that are transferred to the gas
phase.

Heat of reactions:
For reactions involving adsorbed species, the heat of reaction k, which is used in
Eq. 2.50 in Subsection 2.3.2 is:

qreac, j =

Nspecies∑

k

h0,k(υ′j,k − υ′′j,k) +

Nadsorbed∑

r

h0,r(µ′j,r − µ′′j,r), (2.78)

where h0,k and h0,r are the heat of formation of the gaseous and adsorbed species,
respectively. The absolute entropy of and enthalpy of formation of adsorbed
species can be found in the article by Tilghman and Mitchell [122] and its sup-
plementary material.
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2.4 The Pencil Code and implementation details

”The Pencil Code” is a compressible DNS code mainly used in astrophysics, e.g.
for hydrodynamics in magnetic fields [16]. Its development started 2001, and
since 2008 it has been open, first via google code (now discontinued) and now
via GitHub [17]. It is open source, fully customizable and has to date been used
in over 400 research articles [99]. The spatial discretization is done by using
compact sixth order schemes for the first and second derivative. For the time
stepping, a memory efficient third order Runge-Kutta scheme of the 2N type [14]
is used. The equations are advanced in time along a one dimensional pencil in the
domain to use the processors cache most efficiently, hence the name ”The Pencil
Code”. It shows excellent weak scaling for large simulations until up to 70.000
cores [14].

Setup:
The code is not one program that is loaded with different parameters to deal with
different problems, but is rather compiled to solve exactly the problem it is de-
fined for. Defining the problem is done by setting numerical values such as the
resolution, number of processors to use, the domain distribution and number of
particles in parameter files. Moreover, the code comes with several modules, that
define the equations that are solved, for examples hydrodynamics with and with-
out magnetic fields and shocks, particles that are agglomerating and condensat-
ing, dust particles that form into planets or are burning. By activating/deactivating
modules, one is able to precisely build a software that just simulates what is
required, with no overhead. Moreover, this made extension of the code to ac-
count for chemically reactive particles relatively straightforward, since it ”just”
involved creating new modules that describes the governing equations.

After a choice of the resolution and the equations to be solved has been made,
the preprocessor changes the code files of the base code accordingly and compiles
a program that is optimized for exactly this problem. Start or run parameters are
then set up in input files. These can then be changed as desired, and the code can
be forced to reload some of the parameters while running.

The main work of this thesis was to add three modules to ”The Pencil Code”:

1. The surface species module holds the chemical species in the surface film
around the particle and their properties in its array for each particle. It
provides also all diagnostics relating the gaseous surface species.
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2. The adsorbed species module holds the chemical properties storage space
for adsorbed species on each particle. It holds also all diagnostic function-
ality considering the adsorbed species on each particle.

3. The particles chemistry module accesses the modules above and other mod-
ules to obtain information about the particles velocity, mass, temperature
and further information. With all the information, the equations for evolv-
ing the particle properties are set up. While having nearly no diagnostic
function on its own, it collects a lot of information from other modules
to set up the equations. The mechanism file for determining the particle
reactions is read here and the information is then send to other modules.

Special efforts were undertaken to make all the related modules communicate
consistently and free of side effects, since some can use different interpolation
methods and can switch between evolving a variable or the logarithm of it. Ad-
ditionally, some effects, such as mass loss, can be switched to affect one property
of the flow without affecting another. As an example, a particle can transfer mass
to the flow, and the mass loss is saved as a diagnostic, all while the particles mass
is held constant, which was essential for the studies conducted in Paper 5 [75].

Due to the massive calculations that a simulation of a highly turbulent com-
bustion system would require, a range of methods have been implemented that
potentially lessen the computational load on the particle side. Since they usually
result in a slight loss of precision, it is possible to choose the ”exact” or ”fast”
method for each process. As an example, the heat of reaction can either be cal-
culated for each reaction for each particles temperature, or only for the integer
range of temperatures that is defined by the minimum and maximum temperature
of all particles in the current calculation. The heat of reaction of a particle is then
not evaluated at its exact temperature, but rather the nearest integer value. This
is especially helpful for a large number of particles, since the range of particle
temperatures at one time is usually not too high. Another example is the diffu-
sion of the back reaction of particles on the fluid grid. Instead of performing a
high-order reverse interpolation to distribute the particles influence onto the grid,
the particles influence is stored on a temporary grid using the Projection onto
Neighboring Nodes (PNN) method [35] and this field is then diffused before it is
applied to the fluid grid. This shifts the computational load from a per-particle
basis to a per-field basis. On the other hand, the effect of the exact position of the
particle on the particle-fluid transfer is lost due to the PNN method.



Chapter 3

Contributions

The contributions to the present thesis are five papers that are published in, or
submitted to, peer-reviewed national and international journals. In order to obtain
the results in the papers, three main tasks were performed:

1. The ”Stanford Code” was extended, a combustion model used and pro-
posed in the paper of Haugen et al. [55]. It computes combustion of car-
bonaceous particles in a cloud of uniformly reacting particles. This soft-
ware was extended to read reaction mechanisms. The extended ”Stanford
Code” was used to investigate hydrogen inhibition during char gasification
[77].

2. ”The Pencil Code”, an open source CFD code available on GitHub [16, 45]
was extended. Before the extension, it could simulate inert particles in
turbulent reacting flows. The extended ”Stanford Code” was implemented
as a sub model to account for heterogeneously reacting particles and the
associated transfers of mass, species, energy and momentum. The extended
code was used to study the influence of turbulence on char particles reacting
under oxy-fuel conditions [74].

3. To study relevant phenomena in turbulent reacting flows, simulations with
appropriate boundary conditions were set up and run. This was followed
by subsequent post processing and discussion of the results.

The papers were worked on during different stages of the Ph.D. studies. Figure
3.1 gives an overview about the changes made to the simulations software as
well as the basic finding of the paper. Paper 1 and Paper 2 are studies of the

55
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consumption of a passive reactant, which was already implemented into ”The
Pencil Code”. Here simulations were set up and run, and data obtained from
them investigated. Simulations with different particle numbers, different Stokes
and mass diffusivity were performed.

Paper 1 and 2 argue for the existence of an upper limit to the reaction rate
which is dependent on flow conditions and therefore could not be surpassed by
adding more particles.

For Paper 2, simulations with different Stokes numbers were performed. A
simple model connecting the reaction rate limit for low and high particle numbers
was proposed and supported by reaction rates obtained from the simulations.

Paper 3 is an indirect result of the extension of the ”Stanford Code”. To
facilitate re-usability, the ”Stanford Code” was extended to read Chemkin-like
mechanism files [68] instead of inserting the reaction mechanism into the source
files. This enabled the main author to easily activate and de-activate individual
reactions without the need to re-compile, facilitating a parametric study of hy-
drogen inhibition on reactive particles. The ”Stanford Code” is able to handle
detailed reaction mechanisms with adsorbed species and internal reactions, as
well as different combustion regimes.

Paper 4 extends the analysis done in Paper 2 and accounts for slip velocity
between the fluid and each individual particle by using a Ranz-Marshall corre-
lation [107] for the mass transfer rate. Additionally, an expression for the mean
slip velocity depending on the particles Stokes number is proposed.

In order to analyse the effect of turbulence on reaction rates for more realistic
chemistry, the extended ”Stanford Code” was used for the implementation of
chemically reacting particles into ”The Pencil Code”. Then, the study of the
effect of turbulence on reacting particles was performed for Paper 5. Here, only
one Stokes number and a one-step global reaction was studied.
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Pencil CodeStanford Code

Paper 1: Passive scalar studies, establishing the
upper limit of the reaction rate for different Stokes
numbers and diffusivities with a constant Sherwood
number

Paper 2: Passive scalar studies, comparison
of model data with results for low and high
Damköhler numbers

Paper 3: Hydrogen inhibition studies
with the extended Stanford code

Paper 4: Passive scalar studies, extension to parti-
cle slip velocity, determination of fitting parame-
ters, comparison with the model from Paper 2

Paper 5: Heterogeneous chemistry studies, compar-
ison with the findings from Paper 2

Formulation of
model

Extension of
diagnostics

Extension to
heterogeneous
chemistry

Extension to use
mechanism files

Implementation
into Pencil Code

Figure 3.1: Structure of the contributions and published works, with tasks posi-
tioned in-between

3.1 Paper 1: A study on the coupling between
isotropic turbulence and heterogeneous
reactions

DNS studies are performed to shed light on the effect of turbulence on heteroge-
neous reaction rates using a Eulerian-Lagrangian approach, where the particles
are much smaller than the grid size and therefore assumed to be point-particles.



58 CHAPTER 3. CONTRIBUTIONS

The reacting system is modelled with a passive reactant which is convected and
diffused by the flow field, but only consumed at the particles surface. The flow
has a moderate Reynolds number and is isothermal, and the reaction unimolar,
not affecting the flow field. Inertial particles with small or large Stokes numbers
based on the flow integral scale are studied. Momentum coupling of the particu-
late and the fluid phase is two-way, meaning the drag force particles experience
is transferred back to the fluid grid. The mass transfer coefficient to the parti-
cles is modelled with the Sherwood number assuming quiescent fluid. It is found
that the unmixing of particles due to turbulence slows down the reaction rate for
large particle numbers if the turbulent and chemical time scales are of comparable
magnitude. The slow-down of reactions is stronger for particles with a time scale
more comparable to the one of the fluid. Increasing the mass diffusivity increases
the overall reaction rate, but a upper limit still exists.

This can be seen in Fig. 3.2. In the figure, the decay rate of the passive scalar
as a function of the Damköhler number (which is varied by varying the number of
particles in the domain) is shown for a particle Stokes number of 0.3 (upper panel)
and 1.0 (lower panel). As the Damköhler number is increased, the resulting decay
rate increases as well, but the increase is smaller for higher Damköhler numbers.
Two limits appear: One is for small Damköhler numbers and is the limit signified
by the dashed-dotted line for the homogeneous assumption, where the fluid would
be perfectly mixed and each particle reacts without influence from other particles.
The other limit is the flow dependent limit, which depends on the size and shape
of the particle clusters that have formed because of the flow turbulence. These
clusters are not influenced by more internal particles and therefore independent
of the Damköhler number. Diffusive transport due to turbulent motion appears to
be less important than the mass diffusivity of the fluid.
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Figure 3.2: The mean decay rate of the passive reactant as a function of the
Damköhler number (read: particle number) for two different particle Stokes num-
bers: 0.3 (upper panel) and 1.0 (lower panel). The dashed-dotted line is the limit
for the ideal homogeneous assumption, the dashed line the flow dependent limit
for the decay rate.

3.2 Paper 2: The effect of turbulent clustering on
particle reactivity

Turbulent flows with reacting inertial particles are investigated with the help of
DNS at intermediate Reynolds numbers. Akin to the studies in Paper 1, a passive
reactant is transported by the fluid and consumed at particles that are placed in
the flow. The particles are modelled as small, inertial point-particles that are
suspected to the Stokes drag with a Schiller-Naumann correlation [111] for low
to intermediate particle Reynolds numbers. Particle collisions are not considered.
Two different particle sizes are considered, having different dynamics in the flow.
Data from one particle size and mass diffusivity from earlier work [73] as well
as new data was used. The particle clustering due to turbulence separates the
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particle clusters from regions with remaining passive reactant, leading to a slow-
down of the consumption of the reactant. This effect happens when the number of
particles in the domain is high. For low particle numbers, the total reaction rates
scales linear with the number of particles, but already for intermediate particle
numbers this trend is abandoned. A model connecting the limit of particle number
proportional reaction rate and the upper, particle number independent limit is
proposed and compared against the reaction rates obtained from DNS.

The model and results obtained from simulations are shown in Fig. 3.3. The
mean and variance of the decay rate for cases with varying Damköhler number
is shown. The solid line is the proposed model, connecting the linear model of
perfectly mixed particles and gas with the flow dependent upper limit of the decay
rate with a harmonic mean. Already for low Damköhler numbers, a significant
deviation from the assumption of perfect mixing is observed.
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Damköhler number, Da

0.00

0.02

0.04

0.06

0.08

D
e
ca
y
ra
te
,α α

p

αc

St = 1.0

Figure 3.3: The mean and variance of the decay rate of the passive reactant as a
function of the Damköhler number (read: particle number) for a particle Stokes
number of 1.0. The dashed-dotted line is the limit for the ideal homogeneous
assumption, the dashed line the flow dependent limit for the decay rate. The solid
line shows the result of the proposed model.

3.3 Paper 3: Numerical Study of Hydrogen
Inhibition of Char Gasification Using Detailed
Hetero- and Homogeneous Chemical Kinetics

The effect of hydrogen present in the gas phase on char gasification rates for
Wyodak coal is studied. The ”Stanford Code” [55] is used. It assumes cluster
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of uniformly reacting char particles in a cloud of perfectly mixed gas. No spa-
tial information is used. The particles are assumed to be spherical and only char
is reacting with gas phase species. For heterogeneous combustion, the detailed
chemical mechanism of Tilghman and Mitchell [122] and for homogeneous com-
bustion, the propane mechanism GRI-Mech 3.0 [113] is used. The initial gaseous
atmosphere contained 50 mole-% H2O, 45 mole-% O2 and 5 mole-% N2 and a
pressure of 24 bar is assumed. To study the impact of hydrogen on char con-
version without altering the chemistry, the two heterogeneous reactions having
hydrogen as a reactant are enabled or disabled at different gas temperatures, and
the subsequent char conversion rates investigated. It is found that for tempera-
tures below 2000 K, hydrogen present in the gas slows the conversion rate, while
it slightly increases the conversion rate for temperatures above 2000 K. This can
be seen in Fig. 3.4, where the normalized time to reach full conversion as a func-
tion of the temperature is shown for the different cases. The time is normalized
by the time to full conversion of a base case, case A, where both reactions hav-
ing hydrogen as a reactant are enabled. For low temperatures, case C with the
second of the hydrogen reactions enabled reacts much slower than case A, while
the cases where the first hydrogen reaction or both are disabled react faster than
case A. At high temperatures, case C, with the second hydrogen reaction disabled
reacts slightly faster than case A, while case B, with the first reaction disabled, or
case D, with both reactions disabled, react much slower than case A.

The inhibition mechanism found for lower temperatures in this simulation is
following: An adsorbed hydrogen reacts with an adsorbed oxygen atom to form
an adsorbed OH complex on the surface. This complex then reacts with another
adsorbed hydrogen to form steam. An adsorbed oxygen atom that most probably
desorbs as carbon monoxide is converted to steam, and does not contribute to the
removal of carbon from that particle surface. At higher temperatures, adsorbed
hydrogen reacts with steam to produce an adsorbed oxygen atom on the surface
that subsequently desorbs as carbon monoxide, increasing the conversion rate.
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Figure 3.4: Normalized time to reach full conversion as a function of the temper-
ature. The times are normalized by the time it takes case A, with both hydrogen
reactions enabled, to reach full conversion. Disabling the hydrogen reactions can
speed up of slow down conversion time, depending on the temperature.

3.4 Paper 4: The effect of turbulence on mass and
heat transfer rates of small inertial particles

This work is an extension of Paper 2 [75]. It further investigates the effect of
flow turbulence on reactive particles. Inertial particles are placed in a turbulent,
isothermal fluid, where they consume a reactant that is transported by the fluid.
The grid resolution is fine enough to resolve even the smallest scale of the flow,
so no turbulence modelling is required. Flow turbulence is produced by a random
forcing, yielding homogeneous, isotropic turbulence. Gravity is neglected and all
domain boundaries are periodic. The particles are much smaller than the grid size
and are treated as point-particles, tracked by a Lagrangian approach. The effect of
turbulence is investigated for several particle sizes, particle number densities and
turbulence intensities. The particle stopping time is calculated using the Schiller-
Naumann correlation [111] for low to intermediate particle Reynolds numbers,
and the particles are two-way coupled with the fluid. The effect of turbulence on
each particles reaction rate is accounted for by a Ranz-Marshall correlation for the
mass transfer rate, directly affecting how fast the particles consume the passive
reactant. The particles are placed in the developing turbulence and allowed to
cluster until a statistically steady state is reached, when the particle reactions
are activated. The consumption rate of passive reactant was investigated to find
the connection between the reaction rate of the reacting particles and particle
clustering.



3.4. PAPER 4 63

A correlation for the mean slip velocity between fluid and particles is pro-
posed and compares well with data for particles of several sizes and flow turbu-
lence intensities. Together with a correlation for parameters relating to the size
and shape of particle clusters depending on the particle size, a model for a mod-
ified Sherwood number is found. This modified Sherwood number takes into
account the positive influence of the particle-fluid slip velocity on the reaction
rate, as well as the negative effect of particle clustering. In Fig. 3.5, the mean and
variance of the normalized consumption rate is shown for particles with a Stokes
number of 1 and different flow Reynolds numbers as a function of the Damköhler
number. The reactant consumption rate is normalized by the consumption rate
obtained by assuming perfect fluid mixing, no slip velocity and homogeneous
distribution of particles. The proposed model agrees well with the simulation
data for a wide range of Reynolds numbers. The positive influence of the slip
velocity is evident from the speed up (normalized consumption rate > 1) for low
Damköhler numbers. The decrease of the normalized consumption rate for higher
Damköhler numbers is also well captured by the model.

Figure 3.5: Mean mass loss rate normalized by the ideal mass loss rate assuming
perfectly mixed fluid as a function of the Damköhler number. The lines show the
predictions of the model from previous work [75], with both correlations for the
slip velocity and the parameters relating to the shape and size of particle clusters
in use.
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3.5 Paper 5: Correlation effects between
turbulence and the conversion rate of
pulverized char particles

The effect of turbulent clustering on the combustion rates in an pulverized fuel
flame with a Reynolds number of 40 is studied in DNS. The particles are as-
sumed to consist of dried and devolatilized char, so only heterogeneous combus-
tion reactions are considered. To further simplify the system, the oxidiser is an
oxygen-carbon dioxide mixture and the combustion product is carbon dioxide, so
no homogeneous reactions take place. Moreover, the particles are assumed to be
everlasting, decreasing in neither size nor density. The turbulence is continuously
forced, isotropic and homogeneous. Thermal effects, mass and species transfer
are accounted two-way, while the momentum transfer is only modelled as be-
ing from the fluid to the particle. The particles are tracked with a Lagrangian
approach, and both the Stokes drag as well as the mass transport coefficient of
oxygen to the particle surface use empirical correlations to account for relative
velocity between particle and fluid. A simple radiation model is assumed for the
particles. If few particles are in the domain, the turbulence increases the com-
bustion rate by speeding up the transport of fresh oxygen to the particle surface.
It is, however, found that if the number of particles in the domain is increased,
the total combustion rate scales only linear for low particle numbers and then be-
gins to flatten out against a flow dependent combustion rate. This effect is due to
the clustering of particles due to the flow turbulence, effectively separating them
from clouds of unburned oxygen. Earlier studies of simplified reaction systems
confirm this effect [75], and a model proposed by them is compared with the new
results, with good agreement. Deviations are thought to come from thermal ef-
fects that have to be studied. The data from the simulations and the proposed
model can be seen in Fig. 3.6. Shown is the mean mass loss rate of the char
particles normalized by the ideal mass loss rate assuming perfectly mixed gas in
the domain. Also observable is the speed up for low Damköhler numbers as a
result of the increased mass transfer due to slip velocity between the fluid and the
particles. For large Damköhler numbers, the decrease in mass loss rates due to
spatial separation between particle clusters and oxidiser becomes dominant.
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Figure 3.6: Mean mass loss rate normalized by the ideal mass loss rate assuming
perfectly mixed fluid as a function of the Damköhler number. The dashed lines
show the model from the previous work [75], with a fitting value obtained from
the work of Haugen et al. [54] and a value of 0.2.
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Chapter 4

Conclusions

From the studies conducted in this thesis, it is clear that turbulence influences the
rates of heterogeneous reactions as they happen in and on fuel particles. This
influence manifests itself differently, depending on the scale of focus. Two differ-
ent effects of turbulence, occurring on two different scales, are identified: One,
on small scales, with a positive influence on the reaction speed. The other, hap-
pening at intermediate and large scales, decreasing the speed of reactions.

On small scales, slip velocity between the fluid and particle increases the
mass, species and energy transfer. This increases the transfer of reactant species
to the particle, speeding up reactions, which is in accordance with accepted
knowledge [107, 91].

On large scales, the picture is different. Depending on the inertia of the par-
ticles and the acceleration they are subjected to, particles concentrate in certain
regions of the flow. This concentrating, or clustering of particles, leads to regions
of high particle number density, separated by regions of low particle number den-
sity. If the oxidiser is in the gaseous phase and the particles contain the fuel, once
all oxidiser close to the particles is consumed, the reaction rate slows down. This
is because reactions are limited by the transfer rates between the fuel-rich and
oxygen-rich regions. This effect of clustering and high particle number densities
on heterogeneous reactions has already been analysed analytically by Annamalai
and Ramalingam [4] for heterogeneous combustion and numerically by Reveil-
lon and Demoulin [108] for evaporating droplets. For homogeneous combustion,
a similar effect is seen in turbulent non-premixed combustion, where the com-
bustion rate is limited by mixing [104]. The detrimental effect of clustering is,
however dependent on the overall particle number density and their degree of
clustering, and for one given flow, the range of particle number densities con-

67
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tained can be very wide [32]. While this effect is counteracted by the relatively
slow char reaction rates compared with devolatilization rates [118], the already
long residence times in furnaces may not be sufficient to completely burn a dense
particle cluster that has been formed by a vortex.

Simulations used to design industrial scale combustion systems need to use
methods that rely on sub-grid scale modelling such as RANS or coarse LES. The
effect of clustering of particles in turbulence is not resolved in these simulations.
While there are a lot of models to account for subgrid scale turbulence effects
for homogeneous reactions, there is none for heterogeneous reactions. For these
models, in each grid cell, the gas and the particles are assumed perfectly mixed for
heterogeneous reactions, which can, in extreme cases, over predict the reaction
rate significantly [74]. The present study has worked towards a sub model that
predicts the slow-down or speed-up of reactions due to turbulence from known
flow and particle properties of small combustion systems. The combustion sys-
tem in question featured homogeneous, isotropic turbulence and was gradually
extended in complexity to get closer to a physically realistic description. While
the starting point were reactions that left the fluid and particles unaffected, the
current combustion system features real, temperature dependent chemistry and
transfer of properties from particle to the fluid and back. For all stages of com-
plexity, the observed effect is present and the proposed model agrees fairly well
with the data obtained from the numerical experiments (DNS). The properties
used by the sub model are particle size, inertia and number density, together with
flow temperature, turbulence intensity and oxidiser content, which are all known
in industrial scale simulations. The sub model shows good agreement with the
DNS results. However, further connections and interactions between flow and
particle properties have to be explored.

4.1 Future work

DNS is a powerful tool to develop such models, but a lot of questions have still
to be answered to increase the predictive capabilities of the model. The areas
requiring further investigation for the current system are:

• Simulations with higher Reynolds numbers are recommended. While the
simulations employing the passive reactant system featured intermediate
Reynolds numbers, for real chemistry only small Reynolds numbers were
studied.
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• The particles studied until now were everlasting. Knowledge is required on
how the effects of the turbulence on the reaction rate change if the particles
shrink or become less dense during combustion. Simulations for this study
can be set up without extending the program, although the methodology for
interpreting the data would need to be adapted.

• Thermal effects have to be investigated by studying the combustion system
at different temperatures and fuel compositions. This could be achieved
without expanding ”The Pencil Code”.

• All studies conducted until now had one particle diameter for all particles.
Assigning each particle a random size according to a Rossin-Rammler dis-
tribution is already implemented. Thus, analysing a combustion system
with several different radii is straightforward.

• Further investigations of the shape, size and volume-to-surface ratio of the
particle clusters are recommended. The generation of particle cluster data
can be accomplished with ”The Pencil Code” as is, but new post processing
scripts are required.

• Combustion systems featuring adsorbed species and adsorption/desorption
processes on the surface and in the interior of a porous particle should be in-
vestigated. The use of mechanisms featuring adsorbed species and different
burning modes is already implemented into ”The Pencil Code”, but needs
validation. For entropies and enthalpies of adsorbed species, the work of
Tilghman and Mitchell [122] can be used. Moreover, a new method to
deduct a chemical time scale from the results would be required.

• Right now, all particles are assumed to be spherical. To investigate biomass
particle combustion, the particle model would need to be extended to ac-
count for non-sphericity. This encompasses additional equations of mo-
tion (for the alignment and rotation), as well as particle properties such as
sphericity would need to be evolved. This requires extensive work with
”The Pencil Code”.

Additionally, the effects found in the DNS studies need to be validated by
experimental investigations of reactive particles in isotropic turbulent flows. A
starting point of such an experiment could be the turbulence chamber described
by Wood et al. [131], filled with dried and devolatilized fuel particles instead of
glass or lycopodium. Sensor equipment similar to the one used to analyse the
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CRIEPI flame [61] is recommended. This would potentially yield comparable
conditions as in the simulation. Two significant problems are already evident.
The transient nature of this ”closed” combustion process makes the study of one
set of chemical and particle time scales difficult, since both depend on the particle
size and temperature among others. The other, more physical than methodical,
is building and operating such a test rig, as the additional measurement devices
add significant complexity to the device used by Wood et al. [131]. Alternatively,
measurements of the CRIEPI flame further downstream would allow to capture
more of the combustion process. Right now, particles that have gone through
the CRIEPI have only emitted half their volatile matter [92]. This approach has
the ”disadvantage” of featuring non-isotropic turbulence, but this can be easily
mirrored by simulations [85]. ”The Pencil Code” has the potential to simulate
systems that are more complex than the systems already investigated. To give
an example, the current system features homogeneous isotropic turbulence. By
changing the boundary conditions, a temporal evolving jet could be simulated
and compared to experimental PCC flames (like the CRIEPI flame). This could
be achieved without expanding ”The Pencil Code”. Results from these studies
could be compared to existing experimental and numerical studies of the CRIEPI
flame [61, 85, 118].

Finally, a different possible direction of research can focus on more detailed
and complete reaction systems, incorporating drying, devolatilization and com-
bustion. This needs to be done to shed light on the effect of turbulence on the
whole combustion process. While potentially insightful, such a study is a major
task: In addition to being computationally expensive, analysing a system with
several processes running in parallel is hard to reduce to one time scale. Espe-
cially if reaction rates differ by some orders of magnitude. A new post processing
method would be required, and the particle reaction module of ”The Pencil Code”
would need to handle different ways to calculate the reaction rates.
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Abstract. The effect of turbulence and particle clustering on the decay rate of a chemically reacting
scalar is studied with direct numerical simulations (DNS). The scalar is consumed on the surface of the
particles. When the chemical timescale is of the same order or less than the particle time scale, particle
clustering slows down the scalar decay rate. This effect is present for all turbulence intensities and particle
Stokes numbers, as long as the Damköhler number is sufficiently large. For the present studies, turbulent
diffusivity plays a minor role in comparison to the molecular diffusivity.

1 Introduction

Coal based fossil energy production will continue to play a major role in the foreseeable future [1].
Therefore, strong efforts to improve its efficiency and decrease its environmental impact through com-
puter aided design are required. This calls for a solid understanding of the multitude of processes in-
volved. The main processes during fossil fuel energy production are flow turbulence, radiation and
homogeneous and heterogeneous reactions. The industry already uses a wide span of models for flow
turbulence of different levels of detail, and more sophisticated and costly models become usable as the
available computers become cheaper and faster.
Reynolds-averaged Navier Stokes (RANS) studies using different submodels for the Reynolds stress term
such as k − ε or Reynolds stress modeling (RSM) are used together with global homogeneous and het-
erogeneous mechanisms to simulate the performance of an actual gasifier [2]. Since the RANS approach
does not compute the instantaneous velocities, the particles were dispersed using a stochastic tracking
scheme. This scheme only influences the trajectory of the particle, having no direct effect on the reaction
rate.
The group of Abani uses Large Eddy Simulation (LES) with a three-step heterogeneous mechanism to
simulate coal gasification [3]. They account for the interaction between fluid and solid via a moving
flame front model, where the overall heterogeneous reaction rate is a combination of a kinetic rate given

Corresponding author: jonas.kruger@ntnu.no



by an Arrhenius expression and a diffusion rate dependent on the temperature between the particle and
the surrounding fluid. Results include temperatures, species mass fractions and particle distribution in
a coal-oxygen jet which are then compared with lab-scale gasifier measurements. It has to be noted
that the usage and sophistication of LES tools is expected to increase [4] [5]. Even a Direct Numerical
Simulation (DNS) of pulverized coal flames with a three-step char reaction mechanism, Reynolds num-
bers up to 28,000 and accounting for devolatilization is reported by the group of Luo et al. [6]. They
obtained for example heat release rates and particle distributions at different planes along a pulverized jet
flame and compared against experiments.
Chemical mechanisms and models for homogeneous combustion in turbulent flows are widespread and
cover the range of combustion regimes, from laminar to turbulent and from non-premixed to premixed
flames [7], [8]. It is apparent that the field of heterogeneous combustion modeling has not seen as exten-
sive development as its homogeneous counterpart.
In all of the studies mentioned, the effect of turbulence on the particles trajectory is accounted for, either
by a model [2] or directly by the instantaneous velocity of the fluid [6]. The coupling of flow turbulence,
resulting clustering and heterogeneous reaction rates at the surface of particles are not looked at due to
the inability of the employed model to capture clustering (except in the work of Luo [6]). This study
aims at providing some insight into how particles cluster depending on flow attributes in a flow with no
preferential direction, and how this influences the fluid-solid interaction. Especially the resulting overall
reaction rates when particles form dense clusters and rapidly consume fluid reactants inside are looked at
and upper boundaries for these reaction rates are reported. This is done to work towards a heterogeneous
combustion model for RANS or LES Computational Fluid Dynamics (CFD) that accounts for two-phase
flows with varying particle number densities, particle compositions and turbulence intensities in one do-
main.
The system analysed is very simple to reduce computational cost and to avoid secondary effects from
other flow attributes such as temperature, changing diffusivities and reaction paths. The complexity of
the flow can be increased when the basic laws governing the heterogeneous reactions are better under-
stood.

2 Theory

We look at a simple isothermal flow field with isotropic turbulence that is governed by the continuity
equation

Dρ

Dt
= −ρ∇ · u (1)

and momentum equation

ρ
Du

Dt
= −∇P + ∇ · (2µS)− 1

V

∑

i

F p,i (2)

with ρ being the gas density, u the velocity, t time, µ viscosity, P pressure, V the volume of one grid
cell and

∑
i F p,i the sum of the friction forces of all particles in the grid cell. The traceless rate of strain

tensor S evaluates to

S =
1

2

(∇u + (∇u)T
)
− 1

3
∇ · u. (3)
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In isothermal conditions the pressure is connected to the density via the speed of sound, cs, as:

P = c2
sρ. (4)

The evolution of the molar fraction X∞ of a passive scalar θ is given by

∂X∞Cg
∂t

+∇ · (X∞Cgu) = ∇ · (ρD∇X∞) + R̃, (5)

with D being the diffusivity, Cg the gas concentration in mole/cm3 and R̃ a sink term, in this case only
due to consumption of species θ on the surface of particles. Assuming constant gas concentration and
rewriting the Lagrangian derivative D

Dt
= ∂

∂t
+ u·, (5) simplifies to

DX∞
Dt

=
1

Cg
∇ · (ρD∇X∞) +R, (6)

where R = R̃
Cg

.

2.1 Particle movement

The particles are assumed to be much smaller than a grid cell and therefore treated as point particles.
Each particle is tracked using a Lagrangian approach, and changes in the particle velocity v due to the
force F p acting on the particles are given by

dv

dt
=

F p

mp

, (7)

with mp being the particles mass. The particle position x is then calculated accordingly to

dx

dt
= v. (8)

In this study, the only force on the particle is the drag force

F p =
1

2
ρCDA|u− v|(u− v), (9)

with A being the cross section of the particle and |u − v| the particles velocity relative to the gas flow.
The drag coefficient CD is obtained following the Schiller-Naumann correlation [9]

CD =
24

Rep
(1 + 0.15Re0.687

p ) (10)

which is valid for particle Reynolds numbers up to 800. The particle Reynolds number is Rep = dp|v −
u|/ν, with dp = 2rp being the particle diameter and ν the kinematic viscosity of the flow.
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2.2 Heterogeneous reactions

We look at a simplified surface reaction system where a gas phase species θ is converted into the same
amount of species γ at the particle surface, and only there. The reaction is isothermal, unimolar and only
governed by the prescribed consumption rate. This can be seen as the isothermal oxygen consumption
and carbon dioxide production at the surface of everlasting coal particles. The particle surface specific
molar consumption rate ṅ of species θ is

ṅ = −λXsCg (11)

with λ being the volumetric consumption rate of θ at the particles surface,Cg the overall gas concentration
andXs the molar fraction of species θ in the gas at the particles surface. This consumption is compensated
by species θ diffusing to the particles surface from far away in the gas phase where θ has a molar fraction
of X∞. This diffusion rate is governed by

ṅ = −k(X∞ −Xs). (12)

The mass transfer coefficient is given by k = CgDSh/2rp, where Sh is the Sherwood number. The
Sherwood number is set to a constant value of 2, assuming quiescent fluid around the particle. This
results in a lower mass transfer coefficient for particles that have a high relative velocity in respect to
the gas. In this study, it is found that the particles Reynolds number never exceeds 5, which yields an
upper limit for the underprediction of mass transfer by 50% according to the Ranz-Marshall correlation
in reference [9].
Eqs. (11) and (12) can be combined to give the surface concentration for steady state as

Xs =
kX∞

Cg + λk
(13)

which can be inserted back into (11) to yield

ṅ = λ̃X∞Cg, (14)

with λ̃ = λk
λCg+k

being the adapted consumption rate taking into account diffusion and consumption of θ.
The source term in (5) is now given by

R̃ =
1

Vc

Np∑

i=1

ṅiAp,i, (15)

where Ap = 4πr2
p is the particle surface area, Vc the grid cell volume and Np the number of particles

present in the grid cell. Combining (14) and (15) yields

R =
−1

Vc

Np∑

i=1

λ̃X∞Ap,i (16)

for the source term in (6).
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2.3 Solution for homogeneous particle distribution

Averaging (6) over the entire volume of the domain for a homogeneous, non moving distribution of
particles yields the following equation for the evolution of the mean mole fraction of θ in the flow field:

dX̄∞
dt

= −npλ̃X̄∞Āp (17)

with np being the particle number density in the domain. Eq. (17) has the analytical solution

X̄∞(t) = X∞,0 exp(−αpt), (18)

with

αp = npλ̃Āp (19)

being the decay rate of the molar fraction X∞ of θ.

2.4 The Stokes and Damköhler number

The Stokes number is the ratio of the particle time scale τp = Sd2
p/18ν (also called particle stopping

time) and the flow time scale τi = Lf/urms. Particles are most efficiently captured by eddies of a similar
time scale. For Stokes numbers< 1, the particles follow smaller eddies, leading to a clustering on smaller
scales and therefore a smoother distribution in the flow field, while particles with Stokes numbers > 1
follow eddies larger than the integral scale. From τp and τi we can construct the particle Stokes number
based on the scale of the energy containing eddies,

Sti =
τp
τi

=
Sd2

purms

18νLf
. (20)

The particle stopping time is composed of the density ratio S = ρparticle/ρfluid, the particles diameter
dp and the flow viscosity ν. The flow time scale τi is here defined with urms being the root mean square
velocity of the flow field in statistically steady state and Lf the integral scale of the flow turbulence.
The chemical time scale τc (in which a significant change in the amount of θ is experienced) is given by
the inverse of the decay rate for homogeneous particle distributions from (19),

τc =
1

αp
=

1

npλ̃Ap
. (21)

In order for the particle clustering to have a significant effect on the consumption rate, it is required that
τc ≤ τp. Based on the above, we define the relevant Damköhler number Da, which is the ratio of a flow
time scale and the chemical time scale [10]. In our case the relevant flow time scale is the time scale of
the particles τp, since this is the scale at which particle reactions occur. The chemical time scale is still
the inverse of the decay rate α. This is a significant difference from the case of homogeneous reactions,
where usually the small (and fast) turbulence scales are responsible for mixing the reactants ([7], [10]).
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The Damköhler number is now

Da =
τp
τc

=
Sd2npλ̃Ap

18ν
=

2

3

V pλ̃rpS

ν
, (22)

where V p = 4
3
πr3

pnp is the volume fraction of the particles. For the diffusion controlled regime (i.e.
λCg � k), where the surface consumption rate is magnitudes higher than the diffusion rate, the Damköhler
number can also be written as

Dadiff. = lim
λ→∞

Da =
4Sr2

pnpkAp

18νCg
=

1

3

V pSSh
Sc

=
2πrpnpDShSti

urmskf
, (23)

where Sc is the Schmidt number defined as the ratio ν/D of the viscosity ν and the molecular diffusion
coefficient D [11]. For the present study, there are two possibilities to increase the Damköhler number
to higher values while holding the Stokes number constant. The most straightforward is increasing the
particle number density, i.e. increasing the number of particles. Another possibility is to increase the
particles radius while decreasing the particle density by the quadratic amount. In this way, the particle
stopping time and the particle Stokes number is held constant, while the Damköhler number from (23) is
changed. This approach is chosen for the highest Damköhler numbers. Sincemparticle ∼ d3ρ, an increase
in particle diameter results in a linear increase in mass loading, similar to the increase in the number of
particles, so both ways of increasing the Damköhler number have the same effect on the mass loading.
Increasing the diameter over a certain amount means violating the assumption of point particles for a
small number of cells which is discussed in the results section 4.

3 Study setup and studied parameters

In this study, the influence of the Damköhler number on the decay rate of a passive scalar is analysed.
To do this, cases are set up where a particle-laden flow field is simulated using the open-source CFD
software Pencil Code [12]. This code uses a sixth-order central difference scheme for spatial derivatives
and a third-order, two stage Runge-Kutta scheme for time stepping [13].
Kinetic energy is inserted into the fully periodic domain of the simulations at large scales (close to
the domain size) through a forcing function with a wavenumber of kf . This yields turbulence without
dominant directions. To compare the cases against each other, a number of non-dimensional parameters
are defined, some of whom are varied while holding the others constant. The flow Reynolds number is
defined as

Re =
urmsLf
ν

. (24)

The same forcing is used in all cases, holding the flow Reynolds number at around 300. Here, cases with
two different Stokes numbers, 0.33 and 1.0 based on (20) are simulated. Table 1 shows the initial and
boundary conditions used in the study. The grid spacing ∆x divided by the Kolmogorov length scale
η = (ν3/ε)

1
4 and the particle diameter dp can be found in table 2. The Kolmogorov scale for this flow is
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of the order of 2 · 10−4m, while the grid spacing is ∆x ≈ 10−3m for the cases with the lowest resolution.
An overview over the study setup can be found in tables 1 and 2. This grid spacing resolves all the
the energy containing scales and all but the very smallest dissipative scales. However, since the lowest
resolution is used for cases where the particle loading of the flow is low, no secondary effects of the
small scale turbulence are expected, making an imperfect representation of the flow turbulence feasible.
Figure 2 shows the turbulent energy spectrum of runs with different resolutions. All resolutions resolve
the relevant scales of the flow.

Table 1: Boundary and initial conditions

Flow attribute Value Unit
Lx = Ly = Lz 6.28 [cm]
Nx = Ny = Nz 64,128,256 [-]
D 1x10−3 [cm2/s]
ν 2x10−4 [cm2/s]
Npart 50k-1.25M [-]
dpart 30-120 [µm]
ρpart/ρfluid 14-220 [-]
∆t 10-50 [ms]
τη 2.5x10−1 [s]

Table 2: Grid spacing ∆x divided by the Kolmogorov scale η and the default particle diameter
dp = 50µm

Resolution ∆x
η

∆x
dp

643 5.0 32
1283 2.5 16
2563 1.25 8

All cases are initialized and then allowed to reach a statistically steady state, at which point the con-
centration of the passive scalar θ is set to 1.0 throughout the domain. The mean concentration X∞ of
species θ is sampled after that. Figure 1 shows the root mean square velocity over time for cases that are
only different in resolution. Data is collected 600 seconds after initialization, which is deemed sufficient
to reach quasi steady state for all resolutions, as all simulations show no signs of the startup behaviour
after 200 seconds. Resulting energy spectra can be seen in figure 2. The spectra are identical in the
energy containing scales with slight differences in regions of high wave numbers. In the wave numbers
of the scales where clustering is analysed, there is only slightly more dissipation in cases with the coars-
est resolution at high wave numbers. Together with the smooth transport of turbulent energy down the
cascade without any filtering, all resolutions are deemed sufficient to resolve the relevant scales for the
flow phenomena studied in this work.
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Figure 2: Turbulent energy spectra
plotted for three cases with differ-
ent resolution. All cases have suffi-
cient resolution for the flow attributes
studied.

3.1 Decay rate

The passive scalar decay rate can be obtained from the evolution of the averaged concentration of θ
from the simulations. For all simulations, a fit using an exponential decay corresponds well with the
data for all times. The volume averaged values of θ over time and its fit using a exponential function
for different cases with a Stokes number of 1 and D = 10−3m2/s can be seen in figure 3. A higher
Damköhler number results in a faster decay rate and stronger divergence from the exponential decay.

3.2 Decay rate for small Damköhler numbers

In the range of small Damköhler numbers, the particle clustering has no effect on the decay rate, since
the particle number density inside the clusters is low. Accordingly, the rate can be calculated directly
with (19). This can be inserted into (22) to yield

αp =
Da
τp
, (25)

which means that for sufficiently small Damköhler numbers, the decay rate will scale linearly with Da,
i.e. number of particles present in the domain.

3.3 Decay rate for large Damköhler numbers

For large Damköhler numbers, meaning a high number of particles, the particle number density inside
the clusters is very high, so that internal θ is rapidly consumed. The decay rate of θ will then be limited
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Figure 3: The evolution of the molar fraction
of θ plotted over time for different Damköhler
numbers. A higher Damköhler number results
in a faster decay of passive scalar molar fraction
over time.

by the diffusion of θ to the surface of the particle clusters, and the decay rate can be calculated using

αc = ncλ̃cAc, (26)

with nc being the number density of particle clusters in the domain. This nc is depending on flow param-
eters such that

nc =

(
Lx
A1l

)d
(27)

where the length scale of the clusters responsible for particle clustering is given by

l = (τpurms)
3/2
√
kf . (28)

Here Lx is the main length of the domain and d the dimensionality of the problem (here: 3). The size
of particle clusters is an area of ongoing research [14]. How l is obtained in this study can be found in
appendix A, it is the scale of the eddies with the same time scale as the particles. A1 is a fitting parameter
to account for the non-sphericity of the superparticles, for space-filling spherical superparticles it would
be 1. In the cases present in this study, A1 is≈ 9 . . . 11. This corresponds to highly elongated and twisted
particle clusters. Since a single particle is smaller than a grid cell, and the size of the particle clusters is
of the order of the domain, the consumption rate of θ is controlled by diffusive processes, i.e.

λ̃c =
kc
Cg

=
DtSh

2l
, (29)
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with Dt being the turbulent diffusivity. Dt is the sum of molecular diffusivity and convective transport of
θ by eddies smaller than the eddies responsible for clustering. In our cases Dt is approximated by

Dt = D +
ull

3
(30)

with ul being the velocity of the eddies on the clustering length scale

ul =
l

τl
= u

3/2
rms

√
kfτp. (31)

For the present cases the molecular diffusivity has a larger impact than the turbulent one, as can be
seen when comparing figures 7 and 8. The mean particle cluster surface area can be approximated by
Ac = 4πl2 so that the decay rate for large Damköhler numbers becomes

αc = nc2πlDtSh, (32)

which scales no longer with the number of particles and is controlled by flow field parameters.

4 Results

The high Damköhler numbers can only be achieved through a high mass loadingMparticles,tot/Mfluid,tot

of up to 1.6. Gore [15] and Kenning [16] describe how high mass loading through small particles reduces
the intensity of turbulence. This effect can be seen in figures 4 and 6. Particles decrease the velocity
fluctuations so that the mean urms is lower. Figure 6 shows the turbulent energy spectrum for increasing
mass loading. For high mass loading, the overall turbulent energy is lower for the forcing wavenumbers
and the slope of the energy cascade is slightly straitened out. Figure 5 shows the fraction of cells that
contain a number of particles over the total number of cells for a simulation with 2563 cells and 1.25
million particles with the default diameter of 50µm. There are a number of cells were the assumption
of non interacting point particles no longer holds, but this number is very small compared to the total
number of cells and doesn’t affect the flow simulation negatively, as can be seen in the turbulent energy
spectrum in figure 6.
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The fitted decay rate over the Damköhler number for different particle Stokes numbers and molecular
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diffusivities can be seen in figures 7 and 8. Two distinct regimes with a transition in between can be
observed: The linear scaling of the decay rate for small Damköhler numbers, and the decay rate controlled
by the particle clusters as an asymptote for high Damköhler numbers. The error bars show how the decay
rate deviates from the mean fitted decay rate during each simulation. A high variance is observed when
the particle number density and the resulting decay rate is high. For both diffusivities, the maximum
decay rate (dashed red) is lower for the higher Stokes number. Increasing the molecular diffusivity of
the passive scalar increases the overall decay rate, where a tripling of the diffusivity roughly doubles the
achieved decay rate.
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Figure 7: Decay rate plotted over
Damköhler number for St=0.3 (upper
panel) and St=1.0 (lower panel). For high
Damköhler numbers, the decay rate ap-
proaches a set value. The diffusivity is
D = 10−3m2/s.
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5 Conclusions and future work

Particle laden turbulent flow fields with different Damköhler numbers, particle Stokes numbers and
molecular diffusivities have been simulated. A gas phase species, which is here referred to as a passive
scalar, is consumed at the surface of the particles, causing its concentration to decay with time. In flows
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with a high Damköhler number, the particle number density inside the clusters produced by the flow
turbulence is so high that all gaseous reactants inside the particle clusters are rapidly consumed, but the
transport of reactants from the flow into the particle clusters is slow, severely slowing down the reaction
rate. The actual reaction rate is much smaller than the reaction rate predicted by the assumption of
homogeneous distribution. Furthermore, the deviation from the reaction rate assuming homogeneous
particle distribution sets in at quite moderate Damköhler numbers (∼ 10−1). Hence, if clustering is not
accounted for when modeling e.g. char surface reactions, the reaction rates will be grossly overestimated
for intermediate and large Damköhler numbers. This effect seems to be larger for particles that have
a time scale similar to the integral scale. A possible explanation is that particles with this time scale
are trapped most effectively in the eddies of the integral scales, creating very stable particle clusters,
effectively separating pockets of particles from pockets of high passive scalar concentration. For all
diffusivities and Stokes numbers studied, it has been found that the decay rate of the scalar scales with the
Damköhler number for small Damköhler numbers, while the decay rate is independent of the Damköhler
number for large Damköhler numbers.

Wether particles are concentrated in a cluster or evenly distributed has an impact on the resulting
reaction rates. For simulations with models that do not account for local clustering, the lifetime of a
char particle could be severely underpredicted. This can lead to huge difference in the simulated char
burnout time compared to the burnout time in the real application. Industrial CFD tools that employ
RANS or LES models, such as e.g. Ansys Fluent [17], can be affected by this. The next goal is now
to develop a robust model for RANS and LES simulation tools that accounts for the effect of turbulence
on the heterogeneous reactions. Working towards this model, the effect of a variable Sherwood number
based on the reaction rate has to be studied and the range of analysed particle Stokes numbers expanded.
Additionally, further studies looking at different flow Reynolds numbers are needed. Furthermore the
studies will be extended to analyse the effect of clustering on more complex reaction mechanisms, where
each reaction rate (and therefore chemical time scale) depends on the local temperature and activation
energy.
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A On the scale of the clustering eddies

From Kolmogorovs theory [11] we know that the eddy dissipation rate is given by

ε =
u2
l

τl
=
l2

τ 3
l

= constant (33)
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with ul being the velocity of an eddy with scale l and turnover time τl = l/ul. Setting up (33) for the
eddy scale i and integral scale l and solving for the eddy scale, we get:

τl = τi

(
l

Li

)2/3

=
l2/3

k
1/3
f urms

, (34)

because from our approach in section 3 we have

τi =
1

kfurms

. (35)

Combining (34) and (35) and solving for l yields

l = (urmsτl)
3/2
√
kf , (36)

when kf = 1/Li and τl = τp.
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Abstract 

The effect of turbulence on the heterogeneous (solid–fluid) reactions of solid particles is studied numerically 
with Direct Numerical Simulations (DNS). A simplified reaction system is used, where the solid–fluid reaction 

is represented by a single isothermal reaction step. It is found that, due to the clustering of particles by the 
isotropic turbulence, the overall reaction rate is entirely controlled by the turbulence for large Damköhler 
numbers. The particle clustering significantly slows down the reaction rate for increasing Damköhler numbers 
which reaches an asymptotic limit that can be analytically derived. This implies that the effect of turbulence 
on heterogeneously reacting particles should be included in models that are used in CFD simulations of e.g. 
char burnout in combustors or gasifiers. Such a model, based on the chemical and turbulent time scales, is 
here proposed for the heterogeneous reaction rate in the presence of turbulence. 

© 2016 by The Combustion Institute. Published by Elsevier Inc. 

Keywords: Turbulent reacting multiphase flow; Char oxidation; Clustering 

1. Introduction 

Particles that are exchanging mass with a sur- 
rounding turbulent flow are found in a wide range 
of situations, both in nature and industrial applica- 
tions. Examples of these are pulverized coal com- 
bustion in large power plants and fluidized beds in 

the process industry. A general feature among all 
these systems is their multi-scale nature, where the 
smallest scale is typically the size of the particle, 
or even the internal structure of the particle, while 

∗ Corresponding author. 
E-mail address: jonas.kruger@ntnu.no (J. Krüger). 

the largest scale is the much larger size of the entire 
combustion chamber or reactor. In the intermedi- 
ate range between these two extremes, one finds the 
scales of the turbulence, which go from the Kol- 
mogorov scale to the energy containing scale (the 
integral scale). Another common feature is that the 
particles exchange mass with the surrounding fluid 

through chemical reactions on the surface of the 
particles, as e.g. during the oxidation or gasification 

of char. 
The effect of turbulence on different large scale 

properties of the flow, such as turbulent viscosity, 
diffusivity and conductivity has been known for a 
long time. A relatively large number of models have 
been developed in order to account for these effects, 

http://dx.doi.org/10.1016/j.proci.2016.06.187 
1540-7489 © 2016 by The Combustion Institute. Published by Elsevier Inc. 
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such as e.g. the k - ε model [ 1 ] and different versions 
of the Reynolds Stress Model [2] . When homo- 
geneous combustion is considered, relatively good 

models such as the Eddy Dissipation Model [3] , 
different variants of Probability Density Function 

models [4] or models based on conditioned param- 
eters such as Conditional Moment Closure models 
[5] are being used. Veynante and Vervisch [6] re- 
view the current state of homogeneous combus- 
tion modeling, where they link distinctive homoge- 
neous combustion regimes to different Damköhler 
numbers, which is the ratio of turbulent and chem- 
ical timescales. A perfectly stirred reactor system is 
used for low Damköhler numbers while reactions 
take place in thin wrinkled reaction zones for high 

Damköhler numbers. In essence, the regimes dif- 
fer in the degree of spatial separation of reactants; 
while in the homogeneous case all reactants are 
gaseous, the heterogeneous case contains solid par- 
ticles embedded in a fluid. However, spatial separa- 
tion and its effect persists, as inertial particles clus- 
ter in turbulence, leading to regions of high or low 

particle concentration. Experimental and numeri- 
cal studies of this phenomenon are reviewed in the 
work of Eaton and Fessler [7] . A detailed numerical 
investigation can be found in the work of Squires 
and Eaton [8] and for photos and statistics of pref- 
erential concentration of particles in isotropic tur- 
bulence in an experiment, the reader is referred to 

the work of Wood et al. [9] . Annamalai and Ra- 
malingam [10] investigated the combustion modes 
for particles in a frozen gas phase dependent on 

their concentration and found that for densely clus- 
tered particles, the combustion behavior deviates 
from individual particle combustion. The present 
study aims to extend this analysis to heterogeneous 
combustion regimes in turbulent flows with parti- 
cles that are clustered by the flow. 

A range of efforts to simulate heterogeneous 
conversion systems under turbulent conditions 
have been made. Among recent work one can men- 
tion that of Silaen and Wang [11] who simulated 

an existing gasifier with Reynolds-averaged Navier 
Stokes (RANS) using different turbulence mod- 
els for the continuum phase and compared their 
results with measurements. The turbulence effect 
on particles was included using a stochastic track- 
ing scheme for the particles position, hence turbu- 
lence was not taken into account for the hetero- 
geneous reaction rate or transport of gas phase 
species to the particles. Vascellari et al. [12] ran 2D 

RANS simulations with kinetics calibrated to ex- 
periments and a detailed description of the hetero- 
geneous reactions inside the particle via an effec- 
tiveness factor and solving directly for the species 
partial pressure at the particles surface by assuming 
local equilibrium. They compare their simulations 
with measurements from an industrial-scale gasifier 
and achieve good agreement. Yet, to the knowledge 
of the authors, only very few studies of combustion 

or gasification, where account is made for the ef- 
fect of turbulence on the heterogeneous char con- 
version, are published, among these are the papers 
of Luo et al. [13] , Brosh and Chakraborty [14] and 

Brosh et al. [15] . Here, the Direct Numerical Sim- 
ulations (DNS) approach is utilized, where all tur- 
bulence scales are explicitly resolved on the compu- 
tational grid, and hence the effect of the turbulence 
is implicitly accounted for. 

Despite all the effort that has been put into the 
development of models for turbulent homogeneous 
combustion or gasification, no good model has 
been proposed for turbulent heterogeneous com- 
bustion or gasification. This means that when par- 
ticles that react with the surrounding fluid, such as 
during char oxidation (i.e. gas phase species react 
with the solid part of the particle, not the volatile 
part) are embedded in a turbulent flow, the turbu- 
lence is typically never taken into account in the 
simulations. The goal of this paper is to highlight 
the effect of turbulence on solid particles using 
DNS, and to develop a simple model for the influ- 
ence of turbulence on reactive particles. 

2. Implementation 

The direct numerical simulations are performed 

with the Pencil Code [16] , a finite difference code for 
compressible reactive flows that is fully paralleliz- 
able and shows good weak scaling behavior. It uses 
a sixth-order finite difference scheme for spatial 
discretization and a memory-efficient third-order 
Runge–Kutta scheme [17] for temporal discretiza- 
tion. The particles are treated in a Lagrangian man- 
ner and a cloud-in-cell method [16] is used both to 

interpolate the fluid phase variables at the particles 
position and for the back reaction from the parti- 
cles to the fluid. To achieve a system that is indepen- 
dent of direction, all boundaries are periodic and 

gravity forces are neglected for particles and fluid 

alike. 

2.1. Fluid phase equations 

In order to isolate the effect of turbulence on 

reactivity alone, we consider a simplified case with 

only one reactive species, which is treated as a 
scalar field advected and diffused by the carrier 
fluid. This reactant is passive for the fluid flow 

and is assumed to react only with the solid phase 
in a catalytic manner. As a result, the reactant is 
converted on the surface of the particle, but no 

mass and energy is exchanged with the particle. For 
simplicity, the reaction is further assumed to be nei- 
ther endothermic nor exothermic. It proceeds at a 
constant rate λ, which only depends on the surface 
area of the solid phase. The equation describing the 
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conservation of mass for the isothermal flow is 
D ρ

D t 
= −ρ∇ · u , (1) 

with ρ and u being the fluid density and velocity, re- 
spectively, and the advective derivative is given by 

D 

D t 
= 

∂ 

∂t 
+ u · ∇. (2) 

The equation for the conservation of momentum 

is 

ρ
D u 
D t 

= ∇ · (2 μS ) + ρ f + F , (3) 

where viscous effects are accounted for by the trace- 
less rate of strain tensor S and the dynamic viscos- 
ity μ. To obtain statistically stationary isotropic 
turbulence, we employ a forcing function f equiva- 
lent to that of Babkovskaia et al. [18] . The force is 
acting on the wavevectors lying on a shell in Fourier 
space with a radius of k f , accelerating the flow at 
low wavenumbers. The flow integral scale is given 

by L f = L x k 1 /k f when L x is the size of the simula- 
tion box and k 1 = 1 m 

−1 is the wave number of the 
box size. Since some cases simulated here have sig- 
nificant mass loading, influencing the turbulence 
field [19,20] and the focus of the current work is 
not on turbulence statistics that are distorted by 
two-way coupling [21] , the term F represents the 
drag force the particle exerts on the fluid phase. 

The conservation equation for the molar frac- 
tion X of the reactant reads: 

∂X 

∂t 
+ ∇ · (X u ) = −D ∇ 

2 X + 

ˆ R 

ρ
, (4) 

with D being the diffusivity of the reactant and 

ˆ R 

the source term due to the conversion of the reac- 
tant at the particles surface. Thus the reactant can 

be thought of as oxygen reacting with the carbon 

of a long lasting char particle without any thermal 
or flow effects. 

2.2. Particle equations 

The particles are modeled using a Lagrangian 

approach. They are spherical and treated as point 
particles as the typical particle size of ≈ 30 μm is 
significantly smaller than the grid size. As the den- 
sity of the particle is magnitudes higher than the 
fluid phase, we assume that the only force acting on 

the particle is the Stokes drag. The velocity v of the 
particle is evolved as 

d v 
dt 

= 

1 
τp 

( u − v ) = 

F 
m p 

, (5) 

with the particle stopping time given as τp = 

Bd 2 p / 18 ν(1 + f c ) when f c = 0 . 15 Re 0 . 687 is due to 

the Schiller–Naumann correlation [22] . Here B 

stands for the density ratio between particle and 

fluid, d p is the particles diameter and m p the par- 
ticles mass. 

Fig. 1. Visualization of the flux to the particles surface. 

The reactant that is carried by the fluid phase is 
converted at the particle surface at a rate of ˆ R = 

A p ̇  n M̄ /V cell , where A p is the particles surface area, 
˙ n is the reactant conversion rate per surface area, 
M̄ the molar mass of the carrier fluid and V cell the 
volume of one grid cell. By letting the reactant mo- 
lar fraction be denoted by X s at the particles surface 
and X at a large distance from the surface, one can 

express the reactant conversion at the surface by 
˙ n = −λX s C g , where λ is the surface specific molar 
conversion rate. This is illustrated in Fig. 1 . Assum- 
ing that the conversion at the surface is in equilib- 
rium with the diffusive flux from the fluid phase to 

the particles surface ˙ n = −κ (X − X s ) C g , and solv- 
ing for the surface mole fraction X s of the reactant, 
a modified reaction rate ˜ λ for the reactant conver- 
sion is defined as 

˙ n = −˜ λX C g (6) 

when 

˜ λ = λ/ (1 + λ/κ ) (7) 

is obtained following the ideas of Baum and Street 
[23] . The adapted reaction rate ̃  λ for the conversion 

rate will be important when formulating a model 
for the effect of turbulent clustering on the reactiv- 
ity. The mass transfer coefficient is here given by 

κ = D Sh / 2 r p (8) 

where the Sherwood coefficient Sh is set to two for 
all particle sizes representing quiescent flow around 

the particles for simplicity as the focus in this work 

is on macroscopic effects. 

2.3. The limits of the decay rate 

In order to study the effect of turbulent cluster- 
ing on the reactant conversion it is useful to iden- 
tify the governing chemical and turbulent time and 

length scales. 
The integral flow time scale τL = L f / u RMS is 

based on the root mean square of the velocity u RMS 
and the scale of the forcing L f . It is often claimed 
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that the highest value of the preferential concentra- 
tion for particles is found for particles with a Stokes 
number around unity based on the Kolmogorov 
scale η [7,9] . Since for the current study it is the 
large scale clusters that are interesting, the Stokes 
number is here, however, defined based on the inte- 
gral time scale τL such that St = τp /τL . Assuming 
homogeneously distributed particles, the instanta- 
neous value of the reactant molar fraction X is 
given by: 

X (t) = X 0 e −n p ̃ λA p t = X 0 e −αth t . (9) 

If the initial molar fraction of the reactant X 0 is set 
to unity, and the particle number density n p is given, 
the maximum theoretical decay rate αth = n p ̃ λA p 

can thus be estimated. Its inverse 1 /αth = τth is the 
theoretical reactive time scale. 

By defining a Damköhler number Da = τL /τth , 
the evolution of the decay rate α with Damköhler 
number can be studied. For low particle number 
densities, and therefore small Damköhler numbers, 
the macroscopic clustering of particles can be ne- 
glected, and Da = τL /τth = τL αth can be formed to 

yield the particle dependent decay rate αth = αp = 

Da /τL , which implies that the decay rate increases 
linearly with the Damköhler number. For higher 
particle number densities, the macroscopic clus- 
ters have high internal particle number densities, 
which are rapidly converting the reactant within 

the cluster. This is due to the fact that the chemi- 
cal timescale inside the cluster is much shorter than 

the timescale of the cluster itself. Now the decay 
rate is controlled by the transport of reactant to 

the surface of these macroscopic clusters, and it is 
reasonable to consider the particle clusters as sin- 
gle bodies, or super-particles, that the reactants are 
converted at. One can then formulate a cluster de- 
pendent decay rate as αc = n c ̃ λc Ā c , which is based 

on the cluster number density n c the modified con- 
version rate ˜ λc and cluster surface area Ā c , which 

are constants dependent on the macroscopic flow 

field. The typical cluster size is obtained by assum- 
ing constant dissipation rate ε for the integral scale 
and the scale of the clustering eddies l and applying 
Kolmogorovs theory: 

ε = 

l 2 

τ 3 
l 

= 

L 

2 
f 

τ 3 
L 

(10) 

when u l is the velocity of an clustering eddy with 

scale l and turnover time τl = l/u l . The coupling 
between the integral scale L f and the eddy scale l is 
now given as 

τl = τL 

(
l 

L f 

)2 / 3 

= 

l 2 / 3 

k 

1 / 3 
f u RMS 

, (11) 

since τL = L f /u RMS = 1 /k f u RMS . Solving Eq. 
(11) for l and assuming that the eddy timescale 
is similar to the timescale of the particles that it 

captures ( τl = τp ) yields 

l = (u RMS τp ) 3 / 2 
√ 

k f . (12) 

The particle cluster number density n c = ( A 1 l ) 
−3 

and surface area Ā c = A 2 l 2 can now be computed 

using A 1 and A 2 , where A 1 is of order one for all 
simulations, while A 2 relates to the shape of the 
clusters and is currently set to 4 π , assuming spheri- 
cal clusters. Predicting A 1 and A 2 is the topic of on- 
going work. The modified conversion rate ̃  λc is ob- 
tained by using the cluster size l in the mass transfer 
coefficient calculation Eq. (8) and inserting the re- 
sulting κ into Eq. (7) . 

One can now estimate values for n c , ˜ λc and Ā c , 
to find αc . The following proposed formulation of 
α( Da) then satisfies the limits as derived at high and 

low values of the Damköhler number: 

α( Da ) = 

αc Da 
αc τL + Da 

. (13) 

This formulation will be compared directly to re- 
sults from direct numerical simulations in the fol- 
lowing section. 

2.4. Damköhler numbers in real combustion 
systems 

The Damköhler and Stokes numbers investi- 
gated in this study can also be found in real combus- 
tion systems. An example, the Damköhler number 
of the International Flame Research Foundation 

(IFRF) furnace #1 as used in the work of Olenik 

et al. [24] is approximated in the following. A coal 
particle with a mean diameter d p of 45 μm and 

a density ρp of 800 kg/m 

3 in a flow with a den- 
sity of 0.35 kg/m 

3 and a viscosity of 1.17 ·10 −4 m 

2 /s 
has a stopping time of τp = 22 · 10 −4 s. The inte- 
gral time scale of a system with a quarl size of 
≈ 0.23 m and a u RMS of 7 m/s is τL = 32 · 10 −3 s. 
This leads to an integral scale based Stokes number 
of St = 0 . 066 . The coal and air feed rate together 
with the particles diameter yield a mean particle 
number density n p of 1.445 · 10 9 particles/m 

3 . The 
chemical time scale, assuming diffusion limited re- 
actions, is τch = 1 / 

(
n p ̃ λA p 

) = 21 · 10 −3 s, leading to 

a Damköhler number Da = τL /τch ≈ 1 . 57 , which is 
within the range of the current study. Due to the 
large range in turbulent scales and particle diame- 
ters typically found in real combustion systems, a 
wider range of Damköhler and Stokes numbers is 
also common. 

3. Results and discussion 

The computational domain for the DNS is a 
cube with an edge length of 2 π cm, discretized 

with 64, 128 or 256 cells which results in grid cell 
sizes of 981, 490 and 245 μm, respectively with in- 
creasing particle numbers. The strength of the forc- 
ing is chosen such that a u RMS of 0.1 m/s and a 
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Fig. 2. Power spectrum over the wavenumber for a case 
with a Re ≈ 250 and a resolution of 128 cells. Shown are 
the forcing wavenumber k f , the wave number of the Kol- 
mogorov scale k η and the Kolmogorov scaling. 

turbulent Reynolds number Re = u RMS L f /ν of ap- 
proximately 250 is obtained for all cases. Further- 
more, the size and density of the particles are cho- 
sen to give particle Stokes numbers of St = 0 . 1 and 

St = 1 . 0 . The particles are initialized at random po- 
sitions with zero velocity at startup. 

Figure 2 shows the energy spectrum for a case 
with a Reynolds number of 250. The energy in- 
serted into the domain at the forcing wavenumber 
k f (1.5 times the lowest wavenumber of the domain) 
is indeed transported to the higher wavenumbers 
via the inertial subrange, which can be identified 

by its −5 / 3 slope, before it is dissipated around the 
Kolmogorov wavenumber k η. 

The simulations are run until the turbulence is 
statistical stationary, which is determined by a sta- 
bilization of the mean u RMS . The molar fraction of 
the reactant is then re-initialized to unity. The decay 

rate is obtained by fitting an exponential function 

to the reactant molar fraction from the start of data 
sampling to later times. 

The resulting decay rates as function of 
Damköhler numbers are shown in Fig. 3 for the 
particle Stokes numbers St = 0 . 1 and St = 1 . 0 . 
The deviation of decay rates around the mean are 
shown by the error bars. The Damköhler number 
is increased by increasing the number of particles. 
Furthermore, the proposed modeled decay rate of 
the reactant molar fraction over the Damköhler 
number according to Eq. (13) is shown as the 
solid curve, with the two limiting decay rates αp 

and αc for small and large Damköhler numbers 
respectively included as dashed-dotted and dashed 

lines. In Fig. 3 it can be seen that for cases with low 

Damköhler numbers, the decay rate as predicted 

by DNS is indeed proportional to the Damköhler 
number and follows αp , but significant deviations 
from the linear increase are observed quite early. 

The decay rate begins to deviate from the lin- 
ear increase (as given by αp ) for Damköhler num- 
bers as small as 0.1 for the given cases. For higher 
Damköhler numbers the decay rate approaches the 
flow field dependent decay rate αc asymptotically. 
The modeled decay rate α( Da) as defined by Eq. 
(13) fits the decay given by DNS rather well. More- 
over, it is observed that the value of αc is lower for a 
higher particle Stokes number. The variance in the 
decay rates is higher for higher Stokes numbers, and 

this effect increases in strength for higher Damköh- 
ler numbers. 

Figure 4 shows a snapshot of the position of ev- 
ery 300th particle (dots) and the upper 90% per- 
centile of the reactant concentration (shaded ar- 
eas) for particle Stokes numbers St = 0 . 1 and St = 

1 . 0 . For a Stokes number of 0.1 the particles ten- 
dency to cluster is not visible and the pockets of 
high reactant concentration are small. Larger areas 
devoid of particles can be seen at the higher Stokes 

Fig. 3. Decay rate over Damköhler number. The left plot is for St i ≈ 0.1, and the right for St i ≈ 1. Filled circles represent 
the decay rates of the numerical simulations, while the solid lines are fits to the numerical results as given by Eq. (13) . The 
dashed-dotted lines correspond to αp while the dashed lines represent αc . 
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Fig. 4. 3D plot of the domain with every 300th particle and the 90th percentile of the reactant concentration: St = 0.1 
(left) and St = 1.0 (right). 

Fig. 5. Probability density function of the logarithm of 
the reactant concentration c . 

number, as well as larger volumes of remaining re- 
actant. Overall, the particles in the St = 1 . 0 runs 
show stronger large scale clustering than for the 
St = 0 . 1 runs. 

The probability density, f, for a given reac- 
tant concentration c is shown for two different 
Damköhler numbers in Fig. 5 . The dashed lines 
represent the probability averaged over the en- 
tire domain, while the solid lines represent the 
probability at the position of the particles. For a 
small Damköhler number of 0.1, it is seen that the 
distribution is very narrow, and that the proba- 
bility constraint on the particle position is nearly 
identical to the probability of all the fluid elements. 
This means that the reactant concentration is fairly 
homogeneous, and that it is not affected by the 

instantaneous position of the particles, i.e. that 
particle clustering does not influence the reac- 
tant distribution in a significant way. For higher 
Damköhler numbers the distribution is broaden- 
ing, which means that the reactant distribution 

is becoming less homogeneous as the importance 
of the particle clustering is increasing. One can 

conclude that for large Damköhler numbers the 
reactions inside the particle clusters are so fast 
compared to the lifetime of the cluster that the 
interior of the clusters is essentially always drained 

of reactants. The domain is essentially divided into 

two distinct zones, the particle clusters with high 

particle and low scalar concentration and the scalar 
pockets with opposite attributes. This means that 
the reactions are happening at the external surface 
of the clusters, which resembles how reactants are 
converted at the external surface of solid objects. 
This in turn supports the assumption underlying 
the derivation of the asymptotic limit of αc . 

The mass loading M l in the simulations is de- 
fined as the ratio of the total mass of the parti- 
cles M p = 

∑ 

i m p,i to the total mass of the fluid 

M f = V ρ such that M l = M p /M f . The influence 
of the mass loading on the turbulent velocities is 
shown in Fig. 6 . 

In the left panel the turbulent velocity u RMS is 
shown as a function of mass loading. The mass 
loading does not seem to have any significant ef- 
fect on the turbulent velocity for low mass loadings, 
but for larger values of mass load the turbulent ve- 
locity is significantly affected. This change in tur- 
bulent intensity will affect the cluster shape and in 

turn the surface area Ā c . For very high Damköh- 
ler numbers, this may reduce the reactivity of the 
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Fig. 6. Root mean square of velocity and Damköhler number as function of mass loading M l = M p /M f for two different 
Stokes numbers. 

cluster even more than estimated by αc . In the right 
panel of Fig. 6 , the Damköhler number is plotted 

as a function of the mass loading for the two dif- 
ferent Stokes numbers. It can be observed that the 
larger Stokes numbers require higher mass loadings 
in order to obtain the same Damköhler number. 

4. Conclusions 

The effect of particle clustering due to flow tur- 
bulence on the reaction rate of heterogeneous re- 
actions is studied in a simplified setup. The parti- 
cles are assumed to act like catalysts, and a simple 
one step reaction with the gas phase reactant on the 
particle surface is assumed to be fast and isother- 
mal. With this simplified setup it is possible to an- 
alytically show that for small Damköhler numbers 
the overall reactivity is found not to be affected by 
turbulent clustering. However, for large Damköhler 
numbers, the reaction rates are fast compared to the 
lifetime of the particle clusters. Hence, the effect of 
the clusters on the overall reaction rate in the do- 
main becomes important decreasing the overall re- 
action rate. This effect is stronger for higher Stokes 
numbers. 

A simplified model that gives the reactant de- 
cay rate as a function of the turbulent and chemi- 
cal time scales (see Eq. (13) ) is proposed. The pre- 
dictive quantitative abilities of the presented model 
depend on a good representation of the shape, size 
and number density of the particle clusters. These 
aspects of the cluster formation are generally not 
yet properly understood and further work to un- 
derstand the shape and number density of particle 
clusters depending on flow field variables is needed 

[25] . Furthermore, equivalent investigations using 

more realistic heterogeneous reaction schemes and 

fluid phase physics will have to follow. 
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ABSTRACT: It has been known for a long time that hydrogen in the gas phase tends to inhibit gasification of char at low and
intermediate temperatures. At higher temperatures, however, there are indications that hydrogen may speed up gasification. The
mechanisms behind these effects are currently not understood. In this work, a newly developed detailed chemical kinetics model
for char has been used to study the mechanisms behind the hydrogen inhibition and speed up of char gasification. For conditions
assumed in this work, the hydrogen inhibition is found for T < 2000 K, while for T > 2000 K, hydrogen in the gas phase speeds
up the char conversion. By studying the species reaction rates together with the individual rate of every heterogeneous reaction,
the reasons for hydrogen influence on char gasification are attempted to be explained for a wide range of different temperatures
in this paper. The focus is not on investigating a real gasifier but rather to understand the fundamental mechanism behind
hydrogen inhibition of char.

■ INTRODUCTION

For many applications, it is not feasible or just not economical
to use solid fuels directly. It is therefore often useful to convert
the solid fuel to either a gaseous or liquid fuel before it is used.
Solid fuels, such as, e.g., coal, biomass, or pet coke, can be
converted to a synthesis gas (syngas) through reactions with
oxygen, steam, or carbon dioxide in a gasifier. The syngas can
then be used for, e.g., electricity production in an integrated
gasification combined cycle (IGCC), production of liquid fuels
for the transportation sector, or production of hydrogen for fuel
cells or use in the chemical industry.
The newly developed detailed heterogeneous chemical

kinetics model of Tilghman and Mitchell,1 with 18 reversible
reactions for char reactions with oxygen, steam, and carbon
dioxide, has been used in the current work. Hecht et al.2 have
shown that, in oxygen-fired systems, it is important to include
the effects of CO2 gasification. The chemical mechanism is used
to study the mechanism behind the hydrogen inhibition of char
gasification at low and intermediate temperatures. The effect of
a speed up of the gasification process at higher temperatures
has also been studied. To check the impact of hydrogen on the
char gasification, without changing the thermodynamics of the
fluid, the heterogeneous reactions that have gaseous molecular
hydrogen as a reactant are turned on and off; i.e., the impact of
a given reaction where hydrogen is a reactant is investigated by
comparing the results obtained when that specific reaction is
turned off with the results obtained when all reactions are
turned on. In this way, the impact of hydrogen on the
gasification process can be studied in great detail. The
respective reactions are turned off by setting their pre-
exponential factors to zero.
For low temperatures or small char particles, the conversion

rate is kinetically controlled and the pore surface of the entire
particle volume is reacting. This, which is known as zone I
conversion, yields a constant particle radius, where the particle

mass is reduced by a decrease in density. For very high
temperatures or large particles, the reactants are consumed at
the external surface of the particles. This decreases the particle
radius while keeping the density constant and is known as zone
III conversion. Zone II conversion, on the other hand, is
observed for intermediate temperatures and particle sizes. For
this regime, both particle radius and density are decreased and
the relative fraction of decrease is described by Haugen et al.3

The effect of hydrogen inhibition on surface reactions was
also recently studied by Pineda and Chen.4 Here, the authors
use a heterogeneous reaction mechanism consisting of eight
reaction steps in a perfectly stirred reactor to find that the
inhibition of hydrogen is due to the adsorbed molecular
hydrogen filling up a significant fraction of all of the free sites
on the carbon surface.
Hydrogen inhibition has previously been studied under many

different gasifying conditions. One of the earlier discussions on
the reaction mechanism behind hydrogen inhibition is found by
Laurendeau.5 In previous experimental work, inhibition has
been observed at low (1 atm) and moderate (10 atm) steam
pressures and moderate temperatures (950−1250 K)6−10 as
well as at high pressures (40−50 atm).11,12 For gasification of a
natural graphite at temperatures between 960 and 1120 °C and
low pressures, Biederman et al.8 found that hydrogen inhibition
was caused by dissociative chemisorption of hydrogen on active
carbon sites. For graphite−CO2 reactions, they found that the
inhibition was due to hydrogen chemisorbing on impurity
catalyst sites. Barrio et al. studied the steam gasification of wood
at atmospheric pressure and in the temperature range from 750
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to 950 °C.10 In their work, it is concluded that the hydrogen
inhibition effect can be described on the basis of Langmuir−
Hinshelwood kinetics. The aim of the work of Tay et al.13 was
to investigate the role of hydrogen during the gasification of a
Victorian brown coal at 800 °C in a fluidized-bed/fixed-bed
reactor. Here, it was found that the inhibiting effects of
hydrogen were not limited to its chemisorption on the char
surface. The presence of hydrogen also changed the aromatic
structure of char during gasification, which is most likely due to
the ability of hydrogen radicals to penetrate into the char
matrix. In the work of Fushimi et al.14 on steam gasification of
woody biomass char, it was observed that hydrogen inhibition
was due to reverse oxygen exchange reactions in the first period
and dissociative hydrogen adsorption on the char particle in the
second period.
In the current work, the focus is on gasification of char from

Wyodak coal, which is a sub-bituminous coal from Wyoming,
U.S.A. It is expected, however, that the results should also be
similar for other fuels, such as, e.g., other coal qualities or
biomass.

■ MODEL DESCRIPTION
In this section, the essentials of the numerical model used to simulate
the char gasification are described. The implementation of the
numerical model has been verified by Haugen et al.3 against the
particle-resolved simulation tool (DNS) of the Stanford group. For
more information on the model, the reader is referred to the study by
Haugen et al.15

In the following, particles are assumed to be spherical and uniform
in composition and morphology, while the ash is uniformly distributed
throughout the particle volume. In addition, ash in the char cannot
react or be evaporated, and there is no exchange of mineral matter
between the particle and the gas phase.
The calculations are made on a single particle in the particle cloud.

It is assumed that all other particles behave in the same way as the
considered particle. The carbon in the particle will react with the hot
reactive gases (O2, H2O, and CO2), causing the mass, apparent
density, and size of the particle to change with time. The
heterogeneous chemical kinetics were developed by Tilghman and
Mitchell1 based on the work of Haynes16 and are presented in Table 1,
while the homogeneous chemical kinetic mechanism used is GRI-

Mech 3.0.17 The ultimate and proximate analyses of the coal are
presented in Tables 2 and 3. In the heterogeneous reaction scheme,

the adsorbed species C(H), C(O), C(CO), and C(OH) represent a
hydrogen atom, oxygen atom, carbon monoxide, and OH group
adsorbed on a carbon site, respectively, while C2(O2) represent two
adjacent carbon sites that have adsorbed one oxygen atom each. The
bulk carbon site, Cb, is a carbon atom bonded to four other carbon
atoms. As a result of chemical reactions, the bulk carbon site can
become a free carbon site. The free carbon site, Cf, is a carbon atom
that is available for adsorption of gas-phase species. As a result of the
particle−gas reactions, the oxygen, carbon, and hydrogen compounds
desorb from the carbonaceous matrix and leave the particle surface. As
a result of this process, an underlying carbon atom becomes a free
carbon site.

Arrhenius parameters shown in Table 1 were obtained for Wyodak
coal1 based on thermogravimetric analysis (TGA). The obtained
activation energies where found to be within expected ranges when
compared to values for chars and activated carbon from the literature.
In the experiments, the char conversion was limited only by the
chemical reaction rates; i.e., the experiments were kinetically
controlled. The pressure was held at 1 atm, and the testing
temperatures were selected according to the reacting gases: 700−
900 °C for environments containing H2O, 800−1000 °C for

Table 1. Intrinsic Heterogeneous Reaction Mechanisma

number reaction Ak Ek σk

R1 2Cf + H2O ↔ C(OH) + C(H) 2.1 × 106 105 0
R2 C(OH) + Cf ↔ C(O) + C(H) 4.1 × 1011 80 0
R3 C(H) + C(H) ↔ H2 + 2Cf 1.4 × 1011 67 0
R4 C(O) + Cb → CO + Cf 1.0 × 1013 353 28
R5 C(OH) + Cb ↔ HCO + Cf 1.0 × 1013 393 28
R6 Cb + Cf + C(H) + H2O ↔ CH3 + C(O) + Cf 1.0 × 1013 300 0
R7 Cb + Cf + C(H) + H2 ↔ CH3 + 2Cf 1.0 × 1013 300 0
R8 Cf + C(H) + CO → HCO + 2Cf 1.0 × 1013 300 0
R9 C(H) + C(H) → CH2 + Cf 3.0 × 1011 426 0
R10 CO2 + Cf ↔ C(O) + CO 3.7 × 103 161 0
R11 Cb + CO2 + C(O) → 2CO + Cf 1.26 × 108 276 0
R12 C(CO) ↔ CO + Cf 1.0 × 1013 455 53
R13 CO + C(CO) → CO2 + 2Cf 9.8 × 106 270 0
R14 2Cf + O2 → C(O) + CO 5.0 × 1010 150 0
R15 2Cf + O2 → C2(O2) 4.0 × 107 93 0
R16 Cf + Cb + C(O) + O2 → CO2 + C(O) + Cf 1.5 × 107 78 0
R17 Cf + Cb + C(O) + O2 → CO + 2C(O) 2.1 × 107 103 0
R18 Cb + C2(O2) → CO2 + 2Cf 1.0 × 1013 304 33

aThe units of both the activation energy Ek and the distribution width σk are kJ/mol, while the units of Ak are such that the units of Rreac,c in eq 9 are
mol m−2 s−1.

Table 2. Proximate Analysis of Wyodak Coal

property amount (wt %)

fixed carbon 35.06
volatile matter 33.06
moisture 26.30
ash 5.58

Table 3. Ultimate Analysis of Wyodak Coal

property amount (wt %)

carbon 69.8
hydrogen 5.65
oxygen (by difference) 15.6
nitrogen 0.94
total sulfur 0.43
ash 7.57
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environments containing CO2, and 400−550 °C for environments
containing O2. The char specific surface area was measured with the
Brunauer−Emmett−Teller (BET) method. Because the heteroge-
neous reaction mechanism is intrinsic, the surface area is required to
calculate the total reaction rate of the char particle.
In this paper, the focus is on the two reactions that have molecular

hydrogen as a reactant. This corresponds to reaction R3 backward
(R3b) and reaction R7 forward (R7f). Hydrogen inhibition of char
gasification is studied by investigating the effect of deactivating these
two reactions.
The exchange of matter between the particles and the ambient gas is

caused by reactions between the gas and the solid phase. The species
production rate can be symbolized by ωpg,i for the particle−gas
reactions and ωgg,i for the gas−gas reactions. These two terms
determine the change of the mass fraction of species i in the gas phase.
Governing Gas-Phase Equations. In the following, a brief

overview of the most important equations will be presented. For a full
description of all relevant equations, the reader is referred to the study
by Haugen et al.15

The gas phase is defined by three governing equations describing
the evolution of mass, species, and temperature in the gas phase. The
first equation describes the evolution of the mass of the gas phase mg
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=
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where ρg is the mass density of the gas phase, Mi is the molar mass of
species i, and ωpg,i is the molar production rate of species i as a
reactions between the solid and the gas phase (heterogeneous
reactions). The second equation describes the mass fraction Yi of
species i in the gas phase
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where ωgg,i is the molar production rate of species i as a result of gas-
phase (homogeneous) reactions. The third equation is the energy
equation, which is represented here by the temperature
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where cp,g is the heat capacity of the gas mixture at a constant pressure,
Tg is the temperature of the gas, hi is the enthalpy of species i, Qh is the
energy transfer from the solid phase to the gas phase as a result of
heterogeneous reactions, and Qc is the heat transfer from the particle
to the gas mixture as a result of convection and conduction.
Governing Solid-Phase Equations. In this subsection, the

governing equations describing mass transport and chemical reactions
in the solid phase (the char) are presented.
Particle Mass. The evolution of the carbonaceous part of the char

particle mass mc is described by

= −m
t

S M R
d
d

c
t c reac,c (4)

where Mc is the molar mass of carbon and Rreac,c is the molar reaction
rate of carbon. Because the heterogeneous reaction mechanism is
intrinsic, the total surface area of the carbonaceous part of the particle,
St, is required. This is in contrast to apparent reaction mechanisms,
where the effect of the surface area is implicitly included in the reaction
kinetics.
Particle Temperature. The temperature evolution of the char

particle is given by

= − +T
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where Tp is the particle temperature, cp,p is the specific heat capacity of
the particle, Qreac is the heating as a result of the heterogeneous
reaction, Qc is the heat transfer from the char particle to the gas phase

via convection and conduction, and Qrad is the heating as a result of
radiation.18

Adsorbed Species. The number of moles of adsorbed species j is
given by

=N C Sj js, t (6)

where Cs,j is the concentration of adsorbed species j on the surface of
the char particle. The rate of change in the site fraction of adsorbed
species j is given by

ξ
Θ = + Θ
t
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where Θj = Cs,j/ξn is the adsorbed species site fraction and ξn is the
total surface concentration of carbon sites (both free and occupied).
The molar rate of adsorbed species production is given by Rspec,j, while
A is an active surface area.15

Species Concentrations at the Particle Surface. The relation-
ship between the flux of gas-phase species i through the boundary layer
to the external particle surface and the net production of species i via
particle−gas reactions, in steady state, is given by

̇ − ̇ = − −∞n X n k X X( )i i i i i,s total m , ,s (8)

where Xi,∞ is the mole fraction of species i in the ambient gas phase
and Xi,s is the mole fraction of species i at the particle surface. The
species mass transfer coefficient is represented by kim. The molar flux
of species i, n ̇i, is defined as positive in the direction away from the
particle surface, such that the total molar flux away from the particle is
given by ṅtotal = ∑ṅi. A Newton method is used to solve eq 8.

Internal Particle Burning and the Effectiveness Factor. The
molar rate of reaction k is given by
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where kk is the rate coefficient of reaction k. The concentration of
species i is represented by Ci, while νi,k is the stoichiometric coefficient.
This equation is valid when the concentration of reactants of reaction
k inside the particle is uniform. In a situation where the mass transport
rates are slower than the chemical reaction rates, the gas does not
penetrate the particle completely. As a result, the concentration of
reactants inside the particle is not uniform and the rate of reaction k is
lower than what is found from eq 9. The reduced rate of reaction k can
be written as
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is the effectiveness factor of reaction k and ϕ is the Thiele modulus.19

The evolution of the particle radius versus density is also handled
on the basis of the effectiveness factor, as described by Haugen et al.3

■ RESULTS
To investigate the effect of molecular hydrogen in the gas phase
on the heterogeneous reactions, the heterogeneous reactions
containing molecular hydrogen as a reactant are either activated
or deactivated. The reactions are deactivated by setting their
reaction rates to zero. All other conditions are kept unchanged.
The first relevant reaction is the reverse part of reaction R3,
which in the following is referred to as R3b:

+ → +H 2C C(H) C(H)2 f (12)
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where two free carbon sites on the particle surface and a
hydrogen molecule react to become two adjacent carbon sites
that each have an adsorbed hydrogen atom. The other relevant
reaction is the forward part of reaction R7 (R7f)

+ + + → +C C C(H) H CH 2Cb f 2 3 f (13)

where the free carbon site adsorbs the hydrogen molecule from
the gas phase. During the process of reaction, the hydrogen
molecule moves, binds to the hydrogen atom adsorbed on the
carbon site C(H), and desorbs and leaves the particle as CH3.
An underlying bulk carbon becomes a free carbon site.
By turning on and off reactions R3b and R7f, four different

test cases can be defined, as presented in Table 4. The purpose

of this paper is to investigate the impact of H2 in the gas phase
on the time that is needed to reach full conversion of the char
particle and to understand the reasons of this impact. It is
assumed that full conversion of a particle is reached when 99%
of the solid carbon has been converted.
In the following, the impact of hydrogen in the gas phase on

char gasification at low, intermediate, and high temperatures is
studied. It is assumed that the temperatures of the fluid and the
particles inside the reactor during the conversion process is
constant. Small char particles, with Stokes numbers less than
unity, are used. Furthermore, the reactor is assumed to be
perfectly stirred within a small sub-volume following the
particles, such that both species and particles are homoge-
neously distributed within this sub-volume. This means that the
char particles stay within the fluid element into which they
where injected throughout the course of conversion. As such,
the process can be thought of as a batch process for each
particle, even though the reactor itself is continuous. The
exception from the homogeneity of the simulation domain is
the thin boundary layer around each char particle, where
gradients in gas-phase species exist as described by eq 8. It is
clear that the assumption of a constant gas temperature is not
valid in a real application; this assumption is nevertheless made
to more clearly see the effect of the temperature on the
reactions and, correspondingly, also on the amount of hydrogen
inhibition.
It should also be noted that in real gasification of coal, the

properties of the char will depend upon the conditions under
which the char was formed. This effect is not accounted for
here, and all char samples have been formed under the same
conditions.
Conversion of the char particle exposed to the conditions

shown in Table 5 and reacting according to the set of reactions
presented in Table 1 describe the base case simulation (case A).
See Table 4 for a description of the other cases (B, C, and D).
The time to reach full conversion as a function of the

temperature is shown in Figure 1. The time to reach full
conversion is symbolized by τ. At high temperatures (T > 1900
K), it takes less than 1 s to reach full conversion. It can also be

seen that, in the temperature range of 1150−2000 K, the full
conversion is reached faster for cases B and D than for cases A
and C. At low temperatures (T < 1400 K), it can be observed
that τ is longer for case C than for case A. In the temperature
range of 2000−2650 K, it takes longer to reach full conversion
for cases B and D than for cases A and C. On the basis of this, it
is clear that the impact of hydrogen on the char gasification
strongly depends upon the gasification temperature.
Let us now compare the time that it takes for the char to

reach full conversion in each case, where one of the hydrogen
reactions (cases B and C) or both of them (case D) are
deactivated, with the time it takes to reach full conversion in the
base case (case A), in different temperatures. This relationship
can be expressed by the ratio of the time to reach full
conversion in cases B, C, and D, respectively, to the time to
reach full conversion in case A. These ratios are symbolized by
α and can be written as

α
τ
τ

α
τ
τ

α
τ
τ

= = =, , andB
B

A
C

C

A
D

D

A (14)

when τA, τB, τC, and τD represent the time to reach full
conversion in cases A, B, C, and D, respectively.
In Figure 2, the relative time to reach full conversion of the

char as a function of the temperature for cases with (black line)
and without (colored lines) hydrogen reactions is shown. It can
be seen that αB and αD increase with an increasing temperature,
reach unity at about 2000 K, and continue to increase. It is also
seen that αC decreases with an increasing temperature, reaches
unity at about 1400 K, and remains equal to unity at higher
temperatures.

Table 4. Studied Cases A, B, C, and Da

case R3b R7f

case A on on
case B off on
case C on off
case D off off

aReaction R3b, H2 + 2Cf → C(H) + C(H), and reaction R7f, Cb + Cf
+ C(H) + H2 → CH3 + 2Cf, are simulated to be active or not active.

Table 5. Properties for the Simulation at a Constant
Temperature Inside the Reactor

property value unit

carbon/gas mole ratio 0.5
reactor wall temperature 700 K
pressure 2.4 × 106 Pa
initial particle radius 5.0 × 10−5 m
initial particle density 1300 kg/m3

initial mole fraction of H2O 0.50
initial mole fraction of O2 0.45
initial mole fraction of N2 0.05

Figure 1. Time to reach full conversion of the char as a function of the
temperature.
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By comparison of cases A and B, it is seen that hydrogen in
the gas phase inhibits char gasification at low and intermediate
temperatures (T < 2000 K), while hydrogen speeds up the
gasification process at high temperatures (T > 2000 K). By
comparison of cases B and D, it also seems clear that reaction
R7f does not have a significant impact on the results and,
hence, that the hydrogen inhibition is primarily due to reaction
R3b.
To study the exact mechanism behind the impact of

hydrogen on char gasification, the gasification process has
been studied in detail for three selected temperatures. The
lowest temperature (1150 K) corresponds to the lowest
temperature for which full conversion could be reached; the
intermediate temperature (2000 K) corresponds to the
temperature where the time to reach full conversion both
with and without the hydrogen reactions turned on are equal;
and the higher temperature (2650 K) corresponds to the
highest temperature where a numerical result could be
obtained.
The mechanism employed in this work is designed to study

the process of gasification at low and intermediate temper-
atures. However, in this section, the mechanism has been used
to simulate char gasification in a much wider temperature
range. It will later become evident when studying the species
production rates that the heterogeneous mechanism is
“unstable” at very high temperatures of ∼2600 K. This clearly
means that the mechanism cannot be fully trusted at these high
temperatures. These problems do not, however, seem to have
any substantial impact on the overall results. By “unstable”, it is
meant that the simulation code is not able to identify one single
solution but rather jumps between two neighboring possible
solutions.
Gasification at 1150 K. At a temperature of 1150 K,

turning off reaction R3b slows the overall production of C(H),
which is seen by comparing cases A and B in Figure 3. Because
C(H) is a reactant in reaction R1b, 2Cf + H2O ↔ C(OH) +
C(H), and reaction R2b, C(OH) + Cf ↔ C(O) + C(H), the
molar rate of both reactions R1 and R2 is higher when reaction
R3b is deactivated. The net result of this is that more C(O) is
produced, which leads to higher molar rates of reaction R4,
C(O) + Cb → CO + Cf, reaction R10b, CO2 + Cf ↔ C(O) +
CO, and reaction R11, Cb + CO2 + C(O) → 2CO + Cf. In

reactions R4 and R11, a carbon atom is removed from the solid
surface, and as such, these reactions have a positive impact on
the conversion rate of the char. Because reaction R10 is neutral
with respect to its impact on the conversion, the increased
conversion rate of the char when reaction R3b is turned off is
due to the higher amount of adsorbed oxygen on the surface
when there is less adsorbed hydrogen present.
When reaction R7f is deactivated, we see from eq 2 that the

time to reach full conversion increases for very low temper-
atures. The reason for this is 2-fold: first, the deactivation of
reaction R7f yields a higher concentration of adsorbed
hydrogen, which, as described in the previous paragraph, has
a negative effect on the rate of conversion. It can, however, be
seen from Figure 3 that the levels of adsorbed hydrogen and
oxygen are rather similar for cases A and C, such that this effect
is not expected to be significant. Second, because reaction R7f
removes one carbon from the solid surface, the deactivation of
this reaction will also reduce the rate of conversion directly.
This is probably the main reason for the longer times to reach
full conversion when reaction R7f is turned off for temperatures
less than 1400 K.

Gasification at Higher Temperatures. In this section, the
gasification characteristics at temperatures of 2000 and 2650 K
are presented. It should be noted that, at these high
temperatures, the assumption that the ash cannot evaporate is
no longer valid.
From Figure 2, it can be seen that the deactivation of

reaction R3b, at a temperature of 2000 K, does not influence
the net rate of conversion. The main reason that the
deactivation of reaction R3b does not have an effect at this

Figure 2. Relative time to reach full conversion of the char as a
function of the temperature.

Figure 3. Gas-phase species fraction Xi (top panel) and surface
fraction Xj of adsorbed species (bottom panel) as a function of time at
a temperature of 1150 K.
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temperature, even though the effect was substantial at 1150 K,
is that the deactivation of reaction R3b no longer has an effect
on the amount of adsorbed oxygen on the particle surface. This
can be seen by comparing cases A and B in the lower panel of
Figure 4.

As a result of the lower concentration of C(H), reaction R8
slows. This does not have an effect on the char conversion rate,
because reaction R8 does not change the number of carbon
atoms on the surface, but it does affect the net production rate
of CO and HCO. This can be seen by comparing cases A and B
in Figure 5. On the basis of the above, it may at first glance
seem surprising that the molar concentrations of CO and HCO
in the gas phase are still unchanged. This is however due to the
fact that these species are converted through the homogeneous
reactions to obtain chemical equilibrium in the gas phase. At
these high temperatures, gas-phase chemical equilibrium is
obtained at a time scale significantly shorter than the time scale
for char conversion.
In Figure 4, the gas-phase species concentration Xi and

surface species concentration Xj as a function of time at a
temperature of 2000 K is shown. The gas phase reaches
chemical equilibrium because the difference between the
fractions of each species cannot be seen. The important
difference is between cases A and B for the concentration of
hydrogen adsorbed on the particle surface, which is higher in
case A, because C(H) is not produced as a result of reaction
R3b.
By studying Figure 6, it can be seen that several of the

adsorbed species fractions make abrupt and seemingly

unphysical jumps. Because smooth numerical results are no
longer obtained, this indicate that a temperature of 2650 K is
outside the temperature range for which the heterogeneous
mechanism can be used. The reason for these jumps in
adsorbed species fractions is probably that there exist two
different solutions that both satisfy the governing equations at
these rather extreme conditions. The numerical solver then
ends up jumping between these two solutions, which yields the
observed jumps in adsorbed species fractions.

Gasification at Very Low Temperatures. At low
temperatures, global chemical equilibrium dictates that full
conversion of the char will not be obtained. For the conditions
presented in Table 5, it is found that the char is fully converted
for T > 1150 K. Below this temperature, only a fraction of the
char will be converted as t → ∞.
The fraction of the char that becomes converted is visualized

by the solid lines in Figure 7. Here, it is seen that the amount of
conversion decreases with the temperature for all cases but that
the cases when reaction R3b is turned off always yield more
conversion. The explanation for this is the same as before,
namely, that less adsorbed hydrogen on the surface yields more
adsorbed oxygen and, hence, more char conversion through
reaction R4. The conversions shown here are obtained as time
goes toward infinity, i.e., at chemical equilibrium. Hence, these
results can be compared to results from chemical equilibrium
solvers. Here, GASEQ20 and Cantera21 have been used to
simulate the equilibrium condition. These results are visualized
by the deep red dashed−dotted line and the black dashed line
in Figure 7. From this, it is seen that the results for the two
equilibrium solvers are almost identical, as expected, and that
the trends obtained from the equilibrium solvers are similar to

Figure 4. Gas-phase species fraction Xi (top panel) and surface
fraction Xj of adsorbed species (bottom panel) as a function of time at
a temperature of 2000 K.

Figure 5. Species production rate ωpg as a result of the gas−particle
reactions as a function of time at a temperature of 2000 K.
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what is found for cases A−D. The equilibrium solvers do,
however, always yield a slightly lower conversion. Because one
or more of the reactions are turned off in cases B−D, these
cases are not expected to yield results similar to the equilibrium
solvers. This is not true for case A, however. The reason for the
discrepancy between the equilibrium solvers and case A is the
fact that the equilibrium solvers do not take the adsorbed
species into account. This means that the enthalpies and
entropies of the char in the equilibrium solvers are not the same

as in our main solver; hence, the Gibbs free energy and,
correspondingly, also the equilibrium condition are different.

■ SUMMARY

In this work, the newly developed detailed chemical kinetics
model of Tilghman and Mitchell1 has been used to study the
mechanisms behind hydrogen inhibition and speed up of char
gasification. For the conditions studied here, it is clearly seen
that hydrogen inhibition is found for T < 2000 K, while for T >
2000 K, hydrogen in the gas phase speeds up the char
conversion. By studying the species reaction rates together with
the individual rate of every single reaction, it is shown that
hydrogen inhibition at low and intermediate temperatures is
due to atomic hydrogen adsorbed on the char surface
interacting with atomic oxygen on the surface to form an
adsorbed OH molecule. The adsorbed OH molecule combines
with another adsorbed hydrogen atom to form gaseous water.
The outcome of this is that adsorbed atomic oxygen, which
would normally desorb as gaseous CO while removing a carbon
atom from the surface, only takes part in the production of
steam, which does not yield any char conversion, and hence,
the time to reach full conversion is increased as a result of the
presence of hydrogen. This conclusion differs from the findings
of Pineda and Chen,4 who found that hydrogen inhibition is
mainly due to the blocking of active sites by adsorbed
hydrogen. This discrepancy may be explained by the fact that
adsorbed OH was not a part of of their mechanism.
It has also been shown that, at higher temperatures, the

presence of hydrogen results in a speed up of the char
conversion. This is primarily due to reaction 6f, where adsorbed
hydrogen reacts with steam to produce oxygen adsorbed on the
surface. As a result of the higher concentration of C(O), the
process of removing carbon from the surface is faster.
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The effect of turbulence on the mass and heat transfer between smallheavy inertial particles
(HIP) and an embedding fluid is studied. Two effects are identified. The first effect is due to
the relative velocity between the fluid and the particles, and a model for the relative velocity is
presented. The second effect is due to the clustering of particles, where the mass transfer rate is
inhibited due to the rapid depletion of the consumed speciesinside the dense particle clusters.
This last effect is relevant for large Damköhler numbers and it may totally control the mass
transfer rate for Damköhler numbers larger than unity. A model that describes how this effect
should be incorporated into existing particle simulation tools is presented.

Key words: Reacting multiphase flow, Particle/fluid flow, Combustion, Turbulent reacting flows,
Turbulence simulations

1. Introduction
Both in nature and in industrial applications, one regularly finds small inertial particles em-

bedded in turbulent flows. By small inertial particles, we mean particles that are smaller than the
smallest scales of the turbulence and have significantly higher material density than the fluid. For
such particles, there will be momentum exchange between theparticles and the turbulent fluid,
and, depending on the conditions, there may also be heat and mass transfer. This is particularly
so for chemically reacting particles, but there are also a large number of other applications where
heat and mass transfer between particles and fluid are important. Here, the main focus will be on
reacting particles that consume one or more of the species inthe embedding gas through surface
reactions. Relevant examples are; chemical reactions on the surface of a catalytic particle, fuel
oxidation on the surface of a oxygen carrying particle in a Chemical Looping Combustion (CLC)
reactor, condensation of water vapor on cloud droplets and combustion or gasification of char.

The presence of turbulence in a fluid will enhance the transport properties of the flow. This
means that the mean-field viscosity, diffusivity and conductivity may be drastically increased
from their laminar values. This effect has been studied for many years, and a large number of
different models exist in the literature, such as the k-ǫ model (Jones & Launder (1972)) and
different versions of the Reynolds Stress Models (e.g. Pope (2003)). Turbulence may also modify
gas phase combustion, and even though this is somewhat more complicated, a significant number
of models have been developed during the last decades. Some examples are the Eddy Dissipation
Model (Magnussen & Hjertager (1976)), the Eddy DissipationConcept (Ertesvåg & Magnussen
(2000)) and variations of Probability Density Function (e.g. Dopazo (1994)) models.

With the above knowledge in mind, it is interesting to realize that, except for the recent work
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of Kruger et al. (2016), there is currently no model describing the effect of turbulence on the heat
and mass transfer of small inertial particles. When a reacting particle is embedded in a turbulent
flow, the turbulence can potentially influence the mass transfer, and hence the surface reaction
rates in two ways. The first way is through particle clustering, where particles form dense clus-
ters due to turbulence, and where the gas phase reactants within the cluster are quickly consumed
while there are no particles that can consume the reactants in the particle voids outside the clus-
ters. The main effect of the clustering is todecreasethe overall mass transfer rate. The second
way turbulence influence the mass transfer rate is by increasing the mean velocity difference
between the particle and the gas. This effect will increasethe mass transfer rate.

The same two effects are also active for the heat transfer. The similarity between heat and mass
transfer can be seen by considering the expressions for the transfer coefficients of mass

κ =
ShD
dp

(1.1)

and heat

κth =
NuDth

dp
, (1.2)

wheredp is the particle radius, Sh and Nu are the Sherwood and Nusseltnumbers andD and
Dth are the mass and thermal diffusivities. For single spherical particles in flows with low and
medium particle Reynolds numbers, the Sherwood and Nusseltnumbers can be approximated by
the empirical expressions of Ranz & Marshall (1952)

ShRM = 2+ 0.69Re1/2p Sc1/3 (1.3)

NuRM = 2+ 0.69Re1/2p

1/3
Pr .

A well known example where reacting particles are consumed in a turbulent fluid is the case
of pulverized coal combustion, where turbulence influencesthe process in several ways that are
understood to varying degrees. The combustion of coal can bedivided into four separate pro-
cesses; 1) drying, 2) devolatilization, 3) combustion of volatiles and 4) burnout of the remaining
char. Processes 1 and 2 involve the evaporation of fluids and thermal cracking of hydrocarbons,
while process 3 involves homogeneous reactions. In process4, gas phase species diffuse to the
particle surface and react with the solid carbon. This happens via adsorption of e.g. an oxygen
radical to a carbon site on the particle surface and a subsequent desorption of carbon monoxide
into the gas phase. This makes process 4 dominated by heterogeneous chemical reactions. Many
published studies utilize RANS based simulation tools thatdescribe simulations of pulverized
coal conversion in the form of combustion or gasification with an Eulerian-Eulerian approach
(Gao et al. (2004) and Zhang et al. (2005)) or a Lagrangian-Eulerian approach (Silaen & Wang
(2010); Vascellari et al. (2014, 2015); Klimanek et al. (2015); Chen et al. (2012, 2000)). How-
ever, none of these papers take the effect of turbulence on the heterogeneous char reactions into
account. To the knowledge of the authors, the only studies where account is made for this ef-
fect are the papers of Luo et al. (2012); Brosh & Chakraborty (2014); Brosh et al. (2015) and
Hara et al. (2015) where the Direct Numerical Simulations (DNS) approach is used. In a DNS,
all turbulence scales are explicitly resolved on the computational grid, such that the effect of
turbulence is implicitly accounted for. However, the DNS approach is extremely costly and can
therefore only be used for small simulation domains. For simulations of large scale applications,
the RANS or LES based simulation tools will therefore be the only applicable tools for the fore-
seeable future.

In the current paper, the same framework as was developed by Kruger et al. (2016) has been
used and extended. The aim of the paper is to identify the effect of turbulence on the mass and
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heat transfer of solid particles, and to develop models thatdescribe this effect for all Damköhler
numbers.

2. Mathematical model and implementation
In the current work, the so called point-particle direct numerical simulation (PP-DNS) ap-

proach is used. Here, the turbulent fluid itself is solved with the direct numerical simulation
(DNS) methodology, where all turbulent scales are resolvedand no modelling is needed. The
particles are however not resolved, but rather treated as point particles where the fluid-particle
momentum, mass and heat interactions are modelled. The point particle approach is a simplifica-
tion that relies heavily on the quality of the models. The alternative approach, which is to resolve
the particles and their boundary layer, is extremely CPU intensive and can currently not be done
for more than a few hundred particles, even on the largest computers (Deen & Kuipers (2014)).

A number of simplifications are made in this paper. This has been done in order to make the
simulations less CPU intensive, and, even more importantly, to isolate the dominating physical
mechanisms. The particles are considered to be ever lasting, i.e. they are not consumed. The
reaction on the particle surface is converting reactant A toproduct B;

A→ B (2.1)

isothermally, i.e.; there is no production or consumption of heat, such that only the mass transfer
effect is considered. As explained above, the effect on the heat transfer rate will be similar to the
effect on the mass transfer rate. As reactant A is converted product B, the thermodynamical and
transport properties are not changed.

2.1. Fluid equations

The equations determining the motion of the carrier fluid is give by the continuity equation

∂ρ

∂t
+ ∇ · (ρu) = 0, (2.2)

and the Navier–Stokes equation

ρ
Du
Dt
= −∇P+ ∇ · (2µS) + ρ f + F. (2.3)

Here,ρ, u, µ = ρν andν are the density, velocity and dynamic and kinematic viscosities of the
carrier fluid, respectively. The pressureP and the densityρ are related by the isothermal sound
speedcs, i.e.,

P = c2
sρ, (2.4)

while the trace-less rate of strain tensor is given by

S =
1
2

(
∇u + (∇u)T

)
− 1

3
∇ · u. (2.5)

Kinetic energy is injected into the simulation box through the forcing function f , which is
solenoidal and non-helical and injects energy and momentumperpendicular to a random wave
vector whose direction changes every time-step (Haugen et al. 2012; Kruger et al. 2016). Sim-
ilar kinds of forcing has also previously been used for particle laden flows by other groups
(Bec et al. 2007). The energy injection rate is maintained ata level such that the maximum
Mach number is always below 0.5. The domain is cubic with periodic boundaries in all direc-
tions. The momentum exchange term,F, is chosen to conserve momentum between the fluid and
the solid particles, i.e.,

F = − 1
Vcell

∑

k

mkak (2.6)
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whenVcell is the volume of the grid cell of interest andmk andak are the mass and acceleration
(due to fluid drag) of the k’th particle within the grid cell.

The equation of motion of the reactant has the well-known advection-reaction-diffusion form:

∂X
∂t
+ ∇ · (Xu) = DM̄c∇ · (∇X) + R̃, (2.7)

whereX, M̄c andD are the mole fraction, the mean molar mass and the diffusivity of the reactant,
respectively. The last term in Eq. (2.7),R̃, is the sink term due to the gas-solid reactions on the
surface of the solid particles.

2.2. Particle equations

The Np particles that are embedded in the flow are treated as point particles, which means that
they are assumed to be significantly smaller than the viscousscale of the fluid and the diffusive
scale of the reactant. The motion of the k’th particle is described by the equations for position

dXk

dt
= Vk (2.8)

and velocity

dVk

dt
= ak (2.9)

when the particle acceleration due to fluid drag is given byak = 1
τ

[
u(Xk) − Vk

]
. Note that gravity

is neglected in this work. The particle response time is given by (Schiller & Naumann (1933))

τ =
τSt

1+ fc
(2.10)

whenτSt = S d2
p/18ν is the Stokes time,fc = 0.15Re0.687

p is a Reynolds number correction term to
the classical Stokes time,S = ρp/ρ is the density ratio,ρp is the material density of the particles,

Rep =
|u(Xk) − Vk|dp

ν
=

ureldp

ν
(2.11)

is the particle Reynolds number anddp is the particle diameter.

2.3. Surface reactions

Let us now model the reactive term. We assume that the reactions are limited to the surface of
the particles and that the reactions are diffusion controlled, i.e. that all reactant that reaches the
particle surface is consumed immediately†. The reactive term can then be written as

R̃=
1

Vcell

∑

k

Ak
pκX

K
∞ (2.12)

whereAp = 4πr2
p is the external surface area of the particle, the mass transfer coefficient is given

by

κ =
DSh
dp

(2.13)

and Sh is the Sherwood number.
To couple the reactive particle with the continuum equations we use the following prescription;

for the k-th particle, which is at positionXk, we set

Xk
∞ = X(Xk), (2.14)

† It is possible to relax the assumption of diffusion controlled reactions by also accounting for chemical
kinetics at the particle surface, see Kruger et al. (2016).
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i.e.; the far field reactant mole fraction is set equal to the reactant mole fraction of the fluid cell
where the particle is. In the current work, the particle Sherwood number is determined by the
expression of Ranz & Marshall (1952) (see Eq. (1.3) in the introduction), which is in contrast to
the work of Kruger et al. (2016) where the Sherwood number wasset to a constant value of 2,
which corresponds to the Sherwood number in a quiescent flow.The particle Reynolds number
is given by Eq. (2.11) and the Schmidt number, Sc= ν/D, is the ratio of the fluid viscosity and
the mass diffusivity.

2.4. The reactant consumption rate

It is useful to define a reactant consumption rate as

α = −
(

R̃
X∞

)
= npApκ, (2.15)

whenO represents the volume average of flow propertyO andnp is the particle number den-
sity. If everything is assumed to be homogeneously distributed over the volume, the reactant
consumption rate is given by

αhom = npApκ = npAp
ShD
dp

(2.16)

for a given particle size and number density.
In many RANS based simulation tools, where the local fluid velocity is not resolved, it is

common to neglect the relative velocity difference between the turbulent eddies and the particles.
This implies that Sh= 2. Since the effect of particle clustering is also neglected in such models,
the modelled reactant consumption rate becomes;

αSh,Da = lim
Sh→2,Da→0

α = npAp
2D
dp
. (2.17)

In the following,αSh,Da will be used for normalization.
It is useful to define the Damköhler number, which is the ratio of the typical turbulent and

chemical time scales, as

Da=
τL
τc

(2.18)

whereτL = L/urms is the integral time scale of the turbulence,L is the turbulent forcing scale,
urms is the root-mean-square turbulent velocity and the chemical time scale is

τc = 1/αSh,Da. (2.19)

Particles in a turbulent flow field will tend to form clusters with higher particle number density
than the average (Squires & Eaton 1991; Eaton & Fessler 1994;Toschi & Bodenschatz 2009;
Wood et al. 2005). If the chemical time scale is short compared to the life-time of the clusters,
the reactant concentration within the clusters will be muchlower than outside the clusters. On
the other hand, if the particle number density is low, the particle clusters will not have enough
time to consume a significant fraction of the reactant duringthe life-time of the cluster, and
hence, the reactant concentration will be roughly the same inside as it is outside the clusters. By
assuming that the life-time of the clusters is of the order ofthe turbulent time scale, it is clear
that the reactant concentration of particle flows with low Damköhler number will behave as if the
particles were homogeneously distributed over the volume,i.e.; for small Damköhler numbers
there is no effect of particle clustering on the reactant consumption.

From Eqs. (2.16) - (2.19) it can be deduced that for the homogeneous case, and then also for
all cases with low Damköhler numbers, the reactant consumption rate will scale linearly with the
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Damköhler number for a given turbulent flow field, such that

αhom =
Da
τL

Sh
2
. (2.20)

When relaxing the restriction to small Damköhler numbers,the effect of particle clustering
eventually comes into play. Kruger et al. (2016) have shown that the reactant consumption rate
is given by

α =
αcαhom

αc + αhom
(2.21)

whenαc is a cluster dependent decay rate. (Note that since Kruger etal. assumed the Sherwood
number to be 2, theirαhom equals ourαSh,Da = Da/τL.) From this expression, the following
normalized reactant consumption rate is found

α̃Sh =
αSh

αSh,Da
=

αcτL

αcτL + DaSh/2
Sh
2
. (2.22)

when Sh is given by Eq. (1.3) and the corresponding relative velocity between the particle and
the fluid is determined by a model (which will be obtained in the next subsection). For diffusion
controlled reactions, the modified reaction decay rate, as given by Eq. (2.22), is a measure of the
relative modification to the mass transfer rate due to the effect of turbulence. This means that a
modified Sherwood number can now be defined that accounts for the effect of turbulence;

Shmod = 2α̃. (2.23)

In the limit of small Damköhler numbers, this expression reduces to Shmod = Sh, as expected.
By employing the modified Sherwood number given by Eq. (2.23), one can now use the com-

mon expression for the reactant consumption rate, as given by Eq. (2.16), to find the real reactant
consumption rate. In most cases, however, one needs the particle conversion rate ˙nreac for indi-
vidual particles, which is closely connected to the reactant decay rate. For diffusion controlled
mass transfer, the particle conversion rate is given by ˙nreac= −κX∞Cg, whereCg is the molar con-
centration of the gas phase and the mass transfer coefficient is now found by using the modified
Sherwood number (as given by Eq. (2.23)) in; Eq. (1.1)

κ =
DShmod

dp
. (2.24)

In many applications, the mass transfer rate is not purely diffusion controlled. This can be ac-
counted for by including the effect of reaction kinetics at the particle surface. The corresponding
particle conversion rate can then be expressed as (Kruger etal. 2016)

ṅreac= − λκ
λ + κ

X∞Cg, (2.25)

whereλ is the surface specific molar conversion rate. Since the reaction kinetics is only depen-
dent on the conditions at the particle surface, the surface specific molar conversion rate is not
affected by the turbulence. This is, as we have already seen, notthe case for the mass transfer
coefficient, which is now given by Eq. (2.24). In this way, all the common machinery for calcu-
lating particle reaction rates can still be used since the effects of the turbulence are incorporated
into the modified Sherwood number.

3. Results
In all of the following, statistically stationary homogeneous and isotropic turbulence is con-

sidered. The Reynolds number is varied by changing the domain size while maintaining constant
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Table 1. Summary of the simulations. The fluid density is unity while the Schmidt number is 0.2 and the
viscosity is 2× 10−4 m2/s for all the simulations. For every simulation listed here,a range of identical
simulations with different Damköhler numbers have been performed.

Label L (m) Ngrid dp ρp Re Sh St τL αc αcτLS t/S h

1A π/2 643 3.4× 10−3 50 80 2.5 1.0 1.6 0.9 0.63
2A 2π 1283 19× 10−3 50 400 2.8 1.0 5 0.23 0.43
3A 8π 2563 11× 10−3 500 2200 2.8 1.0 15 0.07 0.41

2AB 2π 1283 19× 10−3 25 400 2.7 0.5 5 0.26 0.25
3AB 8π 2563 11× 10−3 250 2200 2.6 0.5 15 0.09 0.26

2B 2π 1283 11× 10−3 50 400 2.5 0.3 5 0.21 0.13
3B 8π 2563 11× 10−3 150 2200 2.6 0.3 15 0.09 0.18

2C 2π 1283 19× 10−3 5 400 2.4 0.1 5 0.55 0.12
3C 8π 2563 11× 10−3 50 2200 2.4 0.1 15 0.20 0.13

2D 2π 1283 19× 10−3 1.5 400 2.3 0.03 5 1.20 0.08
3D 8π 2563 11× 10−3 16 2200 2.3 0.03 15 0.45 0.10

2E 2π 1283 19× 10−3 0.5 400 2.2 0.001 5 4.10 0.10

viscosity and turbulent intensity. The Damköhler number is varied by changing the number den-
sity of particles, while keeping everything else the same. All relevant simulations are listed in
table 1.

3.1. The mean relative particle velocity

In order to predict a representative value of the particle Sherwood number from Eq. (1.3), the
particle Reynolds number Rep is required. From Eq. (2.11) it is clear that this also requires the
relative particle velocityurel, which will be found in this subsection.

Given a particle with a response time that equals the Stokes time;

τp =
S d2

p

18ν
, (3.1)

such thatτk < τp < τL, whereτk is the Kolmogorov time scale andτL is the integral time
scale. With respect to the particle-turbulence interactions, the turbulent power spectrum may be
divided into three distinct regimes, based on the relation between the particle response time and
the turbulent eddy turnover timeτeddy. The first regime is defined as the section of the turbulent
power spectrum where the turbulent eddies have turnover times that are much larger than the
response time of the particles, i.e. whereτeddy ≫ τp. All the turbulent eddies in this regime
will see the particles as passive tracers, which follow the fluid perfectly. I.e., there will be no
relative velocity between the particles and the eddies. Thethird regime is defined as the part of
the power spectrum where the turbulent eddies have much shorter time scales than the particles,
i.e. whereτeddy≪ τp. The eddies in regime three will see the particles as heavy bullets that move
in straight lines, without being affected by the motion of the eddies. Hence, the velocity of these
eddies will contribute to the relative particle-fluid velocity. The second regime is now defined
as the relatively thin band in-between regimes one and three, whereτeddy ≈ τp. These are the
eddies that are responsible for particle clustering, sincethey are able to accelerate the particles
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Figure 1. The parameterβ, relating the relative particle velocity to the subscale velocity as defined in
Eq. (3.9), is shown as a function of Stokes number.

Figure 2. Left panel: kinetic energy spectrum for different Reynolds numbers. Right panel: relative particle
velocity as a function of Stokes number.

to a level where they are thrown out of the eddy due to their inertia. In the following, we will
refer to a typical eddy in regime two as aresonant eddy, and we define the scale of this eddy as
ℓ. The resonant eddies are identified by their time scale,τℓ, which is of the order of the particle
response time,τp. For convenience, we set the two time scales equal, such that

τℓ = τp. (3.2)

Based on the definitions above, it is clear that the largest turbulent eddies that yield a relative
velocity between the fluid and the particles, are the resonant eddies. By assuming Kolmogorov
scaling, the velocity of the resonant eddies is known to beuℓ = urms(ℓ/L)1/3, which can be
combined with the above expression for the time scales to yield

kℓ = kLSt−3/2 (3.3)

when the particle Stokes number is defined as

St=
τp

τL
(3.4)

andkℓ = 2π/l andkL = 2π/L are the wave-numbers of the resonant eddies and the integralscale,
respectively. In obtaining Eq. (3.3), it has also been used that the turnover time of the resonant
eddies isτℓ = l/uℓ, while that of the integral scale eddies isτL = L/urms.

Since all scales smaller thanℓ will induce a relative velocity between the particles and the
fluid, it is reasonable to assume that the relative velocity between the fluid and the particles will
be a certain fractionβ of the integrated turbulent velocity ˜uℓ of all scales smaller thanℓ, such that

urel = βũℓ (3.5)
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whenũℓ is defined as

1
2

ũ2
ℓ =

∫ kη

kℓ

E(k)dk (3.6)

and kη = 2π/η is the wave-number of the Kolmogorov scale (η = (ν3/ǫ)1/4), whereǫ is the
dissipation rate of turbulent kinetic energy. Integrationof Eq. (3.6) yields

ũℓ = urms

√√
k−2/3
ℓ − k−2/3

η

k−2/3
L − k−2/3

η

(3.7)

for E(k) = cǫ2/3k−5/3 when it has been used that the total turbulent kinetic energyis given by

1
2

u2
rms =

∫ kη

k1

E(k)dk, (3.8)

wherek1 is the wavenumber of the largest scale in the simulation. Combining Eqs. (3.3) and (3.7)
with Eq. (3.5) finally yields

urel = βurms

√√
Stk−2/3

L − k−2/3
η

k−2/3
L − k−2/3

η

. (3.9)

The unknown constant in this equation,β, can be determined numerically from Eq. (3.5), i.e.β =
urel/ũℓ. Here,urel is found directly from DNS simulations, while ˜uℓ is calculated from Eq. (3.7).
It is seen from figure 1 thatβ is close to 0.41 for most Stokes and Reynolds numbers. The main
exception is for low Reynolds and Stokes numbers, whereβ is significantly larger. This can be
understood by inspecting the left panel of figure 2, where it is seen that for Re= 180 and St< 0.1,
we are already far into the dissipative subrange, where our model is not expected to be correct
since it relies on a Kolmogorov scaling.

It is surprising to see that Eq. (3.9) reproduces the relative particle velocity for such low
Stokes numbers, even for the smaller Reynolds numbers. Thismay be explained by reconsid-
ering Eq. (3.2), where we assumed that the resonant eddies correspond to the eddies that have
exactly the same turnover time as the response time of the particles.This is just an order of
magnitude estimate, and a more correct expression would probably be

τℓ = γτp, (3.10)

whereγ is of the order of unity. More work should, however, be devoted to understanding the
coupling between the particles and the turbulent eddies. Inparticular, a more exact definition of
the resonant eddies is needed. We nevertheless believe thatβ is a universal property of the HIP
approximation and the Navier-Stokes equations that will have a constant value for all Re and St
as long as the resonant eddies are within the inertial range.

In the right panel of figure 2, the average relative particle velocity, as found from the DNS
simulations (symbols), is compared with the predicted values from Eq. (3.9) (solid lines). It is
seen that the fit is rather good for most Reynolds and Stokes numbers. This supports the use of
Eq. (3.9) for predicting the relative particle velocity.

3.2. The cluster size

The typical size of the clustersℓ is assumed to be the size of the resonant eddies. From Eq. (3.3)
this yields a cluster size of

l = LSt3/2. (3.11)

It can be seen from figure 3 that the particle number density distribution does indeed show more
small scale variation for the smaller Stokes numbers. This has been quantified in figure 4 where
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Figure 3. Particle number density for St= 1 (upper left), St= 0.3 (upper right), St= 0.1 (lower left) and
St= 0.03 (lower right) (runs 3A, 3B, 3C and 3D in table 1).

the power spectrum of the particle number density is shown. Here we see that the spectrum
peaks at large scales for St= 1 while the peak is located at much smaller scales for smaller
Stokes numbers. The peak in the spectrum does not, however, follow Eq. (3.11) as accurately
as expected. The reason for this is most likely that power spectra are not the right diagnostics to
study the size of particle clusters, but it may also be partlybecause of: 1) poor statistics due to too
few particles (the smaller clusters are not filled with particles), 2) the constant in the definition
of the resonant eddies not being unity (see e.g. Eq. (3.10)),or 3) finite Reynolds number effects.

The power spectrumP can be integrated to yield a measure of the strength in the particle
number density fluctuations, given by the root-mean-square(rms) particle number density;

nrms =

∫
Pdk. (3.12)

It is found that the rms particle number density is decreasing with Stokes number. More specif-
ically, nrms is 1.6, 1.5, 1.2 and 0.8 for Stokes numbers of 1, 0.3, 0.1 and 0.03, respectively. This
means that the high density regimes have higher particle number densities for larger Stokes num-
bers.

3.3. Reactant consumption rate

The normalized reactant consumption rate is shown in figure 5. The symbols correspond to the
results from the DNS simulations, while the solid lines are given by Eq. (2.22). Here, the Stokes
number is found by using the model for the relative velocity,as given by Eq. (3.9), in the expres-
sion for the Sherwood number (Eq. (1.3)). The value of the cluster decay rate,αc, is the only free
parameter and it is chosen by a best fit approach. The values ofαc are found in table 1.

The value of ˜α for small Damköhler numbers equals the Sherwood number divided by two,



The effect of turbulence on mass and heat transfer rates of small inertial particles 11

Figure 4. Power spectrum of particle number density for runs 3A, 3B,3C and 3D in table 1.

Figure 5. Normalized decay rate as a function of Damköhler number for Stokes number of unity (runs
1A-3A).

Figure 6. Normalized decay rate as a function of Damköhler number for different Stokes numbers. The left
panel show the results for Re= 400 (runs 2A-C) while the right panel is for Re= 2200 (runs 3A-3D).

while the Damköhler number for which ˜α starts to decrease is determined by the cluster decay
rateαc. Overall, the model seems to follow the results from the DNS simulations rather well.

From figure 5 it can be seen that for large Stokes numbers, the curves for the normalized decay
rates of a given Stokes number overlap for different Reynolds numbers if the Reynolds number is
high enough. This is because the resonant eddies are at scales larger than the dissipative subrange.
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So increasing the Reynolds number, which may be considered ashift of the dissipative subrange
to smaller scales, is not affecting the resonant eddies, and hence also the clustering isunaffected.
If, however, the Reynolds or the Stokes number is small, suchthat the resonant eddies are in the
dissipative subrange, a change in Reynolds number will havean effect on the normalized decay
rate (α̃).

Figure 6 shows that by decreasing the Stokes number, the normalized reactant decay rate stays
unchanged up to larger Damköhler numbers. This means that the effect of particle clustering
is weaker for smaller Stokes numbers. This is expected sincethe limit of very small clusters
corresponds to individual particles, where ˜α is independent of Da. From the simulations with
small Damköhler numbers and Re= 2200, which are shown in the right panel of figure 6, it can
be observed that the normalized decay rate is monotonicallydecreasing with Stokes number. The
reason for this is that for these simulations the particle size is kept constant as the Stokes number
is changed, such that the Sherwood number is decreased with decreasing Stokes number. This is,
however, not the case for the simulations with Re= 400, where it is found that the normalized
decay rate for small Damköhler numbers is lower for St= 0.3 than for St= 0.1. The reason for
this is that a smaller particle radius was used for the simulations with St= 0.3. The effect of
reducing the particle radius is that the particle Reynolds number, and hence also the Sherwood
number, is decreased.

3.4. The cluster decay rate

If the chemical time scale is much shorter than the lifetime of the particle clusters, the interior
of the clusters will quickly be void of reactants. This meansthat the reactant consumption rate
is controlled by the flux of reactant to the surface of the clusters, where the reactant will be
consumed at the exterior of the cluster. Based on this, it is clear that for large Da (smallτc), the
clusters behave as large solid particles, or super-particles. Following Kruger et al. (2016), the
reactant decay rate is then given by the so called cluster decay rate;

αc = ncκcAc (3.13)

whennc = A1l−3 is the number density of clusters (or super-particles),κc = DtSh/l is the re-
actant diffusion rate to the super-particles,Ac = A2l2 is the surface area of the clusters,Dt is
the turbulent diffusivity that carries the reactant from the surrounding fluidto the surface of the
clusters andA1 andA2 are constants that depend on the dimensionality of the clusters. It is clear
that turbulent eddies larger thanℓ, as given by Eq. (3.11), can not participate in the turbulent
transport of reactants to the clusters, while eddies slightly smaller thanℓ will participate. A first
approximation of the turbulent diffusivity to the surface of the clusters is therefore given by

Dt = uℓl = uLLSt2. (3.14)

By combining the above, taking into account Eq. (3.11), it can be found that

αcτLSt
Sh

= A1A2, (3.15)

where the right hand side should be constant for resonant eddies well inside the inertial range.
From figure 7, it can be seen that the right hand side of the above equation is constant only
for Stokes numbers smaller than∼ 0.3. Since the value of the right hand side starts to increase
already for St= 0.3, this may once again indicate thatγ from Eq. (3.10) is different from unity.
The discrepancy may also be due to the fact that when it comes to the shape of the particle
clusters, a large scale strain may stretch the particle clusters. For St∼ 1, there are no vortices
that are larger than the clusters, and hence the dimensionality of the clusters becomes different.
This will inevitably yield different values ofA1A2. The value of the geometric coefficients can be
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Figure 7. The productαcτLSt as a function of St for runs with resonant eddies in the inertial range.

fitted by

A1A2 = 0.08+ St/3, (3.16)

but this is just an empirical fit and more work is required in order to understand the fundamentals
behind the shape and size of the particle clusters.

4. Conclusion
In this work, the effect of turbulence on the mass (and heat) transfer between inertial particles

and the embedding fluid is studied. The turbulence is shown tohave two effects on the mass
transfer. The first effect is active for all Damköhler numbers, and here the turbulence increases the
mass transfer rate due to the relative velocity between the particles in the fluid. A corresponding
model for the relative velocity between the fluid and the particles is given by Eq. (3.9) which
uses basic variables of the flow. With this, adding effects of relative velocity into RANS based
simulations is possible.

The second effect with which turbulence influences the mass transfer rate is through the clus-
tering of particles. It is shown that the size of the particleclusters increases with the particle
Stokes number, and that the clustering decreases the overall mass transfer rate between the par-
ticles and the fluid. This is a confirmation of the findings of Kruger et al. (2016). In addition, a
model is developed that takes this effect into account and incorporates it into a modified Sher-
wood number. This model is shown to give reasonable results for Stokes numbers (based on the
turbulent integral scale) less than∼ 0.3, while an empirical fit is employed to account for Stokes
numbers up to unity. More work is still required in order to fully understand the size and dimen-
sionality of the the particle clusters. As of now, a unique way of characterizing particle clusters
does not exist, and very little work has actually been put into the study of large-scale clustering
of particles.
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Abstract

The effect of turbulence on heterogeneous reactions on the surface of char parti-

cles embedded in a turbulent oxidizer, consisting of oxygen and carbon-dioxide,

is in this work studied numerically. It is shown that for small Damköhler numbers

(Da), the char conversion rates are somewhat increased by the turbulence. This

is found to be due to the increased mass transfer rate to the char particle surface

that is caused by the turbulence-induced relative velocity between the char and

the oxidizer. For large Damköhler numbers, however, the char conversion rate is

strongly reduced due to particle clustering. This reduction is explained by the fact

that when particles are clustered in densely populated particle clusters, the transfer

of oxygen to the particles in the centre of the clusters is reduced since the oxygen

is consumed by the particles closer to the external surface of the cluster. At the

same time, high concentrations of oxygen exist in the voids between the particle

clusters. This oxygen can not take part in the conversion of the char until it is

transported to the char surface. The effects of turbulence on the heterogeneous

reaction rates are furthermore modelled based on Direct Numerical Simulation
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(DNS) data for a simplified reacting gas particle system.

Keywords: Reacting multiphase flow; Particle clustering;

Heterogeneous combustion; Direct Numerical Simulation;

Char; Turbulence;

1. Introduction

Numerical simulations are an important tool in predicting the performance,

and planning the operation, of industrial applications involving heterogeneous re-

actions, such as pulverized coal combustion (PCC) or biomass gasification. To

increase efficiency and decrease the environmental impact of new systems and

optimize existing ones, more insight into the details of combustion processes is

essential. Since combustion processes are a complex interaction of physical and

chemical effects such as mass, momentum, heat and species transfer over a wide

range of scales, also in conjunction with chemical reactions, even a simplified case

description is complex. This restricts simulations of industrial scale combustion

systems to be very coarse and use empirical models. This is especially true if a lot

of cases have to be simulated for a parametric study.

A common approach used in industry and research is the Reynolds-Averaged

Navier Stokes (RANS) model [1]. In addition, the first Large-eddy simulations

(LES) are now employed for pilot scale systems [2]. These modelling approaches

require subgrid models that account for flow and chemistry effects on scales that

are smaller than what is resolved by the simulation. The subgrid models used

in RANS and LES are developed by studying lab scale systems or numerical ex-

periments using Direct Numerical Simulation (DNS), where all relevant turbulent

scales are resolved. Although they are computationally expensive [3], DNS pro-
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vide a way to non-intrusively study turbulent combustion systems and yield flow

statistics that are difficult or impossible to obtain in real experiments [4]. This

accurate description of the flow in DNS makes it especially suitable to study tur-

bulent flows in detail. The insights gained can then be utilized to develop models

and correlations that can be used in simulations of industrial systems.

It is known that turbulence affects combustion systems on different scales,

from the recirculation zone behind a bluff body burner to small vortices in the

flow far downstream. Turbulence is also essential for mixing and transport of

physical properties, such as energy and species composition, which in turn have

an influence on the reaction rates. For the case of homogeneous combustion, the

interaction between turbulence and combustion has been studied extensively, and

consequently a large variety of models have been developed. The review paper

by Veynante and Vervisch [5] and the book by Poinsot and Veynante [6] provide

an excellent overview over the progress of homogeneous combustion research and

the models for turbulence chemistry interaction that have been developed. For pre-

mixed flames e.g., models that are based on the interaction of scales [7], probabil-

ities to find either burned or unburned gases [8, 9], or geometrical descriptions of

the flame [10, 11] can be used. In the case of non premixed flames with infinitely

fast chemistry, one can use a presumed Probability Density Function (PDF) [12]

or the Eddy Dissipation Concept (EDM), where the reactions are limited by either

a deficiency of fuel, oxidizer or energy [13], or the Conditional Moment Closure

(CMC), where all variable parameters are conditionally averaged on flow param-

eters such as the mixture fraction [14, 15]. If the chemistry is not assumed to be

infinitely fast, the reaction rates may be obtained from flamelet libraries based on

presumed PDFs of laminar flames or the shape of the flame [16]. Each of these
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models have individual strengths and shortcomings making them applicable to

different combustion conditions.

Combustion of solid matter adds more complexity to the phenomena of tur-

bulence chemistry interaction due to the multi phase nature of the problem. De-

pending on the composition of the fuel, each particle has to undergo drying, de-

volatilization/pyrolysis and finally heterogeneous combustion, all of which have

to be accounted for in a complete description of the combustion process [17]. The

interested reader is referred to the article of Eaton et al. [18] for a review on

models used in pulverized coal combustion. However, to the authors’ knowledge,

there is no turbulence-chemistry model connecting the effect of turbulence to the

process of conversion of a dried, devolatilized char particle, which is the objective

of the present work.

A reacting particle and the surrounding turbulent flow are interacting on differ-

ent scales, and these effects can increase or decrease the reaction rate depending

on turbulence intensity. At the scale of a particle, the flow around the particle is

responsible for transporting reaction products away from the particle surface, and

bringing reactants to it. Additionally, turbulence increases heat transfer from and

to the particle, leading to a change in the speed of reaction [19]. On larger scales,

turbulence leads to a preferential concentration of particles [20, 21], where parti-

cles form dense particle clusters, separated by voids where nearly no particles are

present. This can separate the solid fuel from the gaseous oxidizer. Describing

the shape and size of these particle clusters and voids is a major research field in

itself [22].

Annamalai and Ramalingam [23] performed a theoretical study of the com-

4



bustion behaviour of clusters of coal particles in a quiescent flow and identify

three distinct regimes, which are defined by low, medium or high particle con-

centrations inside the clusters. The Individual Particle Combustion (IPC) regime,

is characterised by that the distances between particles are so high that their in-

teraction can be neglected. For medium particle concentrations, the particles on

the outside of the clusters consume the oxidizer fast enough so that particles on

the inside of the cluster react under fuel-richer conditions, which is called Group

Combustion (GC). Finally, for high particle concentrations, the outermost shell of

particles consumes all the oxidizer which is transported to it, effectively prevent-

ing oxidizing species transport to the internal particles. This combustion regime

is called Sheath Combustion (SC), as only the sheath of the particle cluster is re-

acting. These regimes were found to have different combustion rates [23]. It is

reported that in the IPC, a decrease in particle size (by particle break up, leading

to a increase in particle number) results in an increase in the surface specific burn-

ing rate. In the SC regime, a decrease in particle size may result in a decrease of

the surface specific burning rate. A similar finding is reported by Reveillon and

Demoulin [24], who examined the evaporation behaviour of droplets in turbulent

flows and found that the evaporation rate inside droplet clusters is slower than on

the outside. This is due to the fast saturation of the fluid inside the droplet clusters

and the slow mixing of saturated and unsaturated fluid.

Due to the increase of available computing power, DNS of pulverized coal jets

under highly turbulent conditions have recently been published, providing insights

into this complex phenomenon. Luo et al. performed a DNS of a pulverized coal

jet flame [25] for a Reynolds number of around 30000 and compare their results

qualitatively with experiments. They identify GC regimes at the jet nozzle and IPC
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regimes further downstream in the jet. A lab-scale pulverized coal jet flame was

studied by Hara et al. [26], who propose a simple global reaction scheme that takes

into account the effects of devolatilization products on the homogeneous reactions.

A good agreement on the particle motion between simulation and experiments is

reported. Moreover, they find different combustion regimes in the inner and outer

flame layer. Brosh and Chackraborty investigated the effect of equivalence ratios

and velocity fluctuations on pulverized coal combustion [27] and ignition [28]

and found that the premixed combustion regime (which is more similar to IPC

and GC than to SC) is more prominent for higher turbulent velocity fluctuations

and vice versa. Moreover, an increase in velocity fluctuations is beneficial for

mixing, but too high velocity fluctuations lead to flame extinction by increasing

the heat transfer from the flame kernel. However, the published studies focus

either on early stages of the combustion, where devolatilized fuel is the main

driver of combustion [27], or on flows with non-isotropic turbulence [26]. While

all studies account for char conversion, it is not explicitly studied.

The present work is part of an effort to provide a subgrid model to account for

the effect of turbulence on heterogeneous reactions (such as char oxidation). DNS

is used to study clustered char particles in a turbulent reacting flow and analyse

the effect of changing Damköhler numbers (from now on written as Da) on the

char oxidation rates. It is an extension of earlier work that studied this effect in a

simplified setup [29, 30], where the isothermal consumption of a passive scalar by

particles in a turbulent flow was studied by DNS. This work is now extended to a

DNS with heterogeneous reactions between reactive chemical species in order to

study the interaction between the kinetics of heterogeneous reactions and turbulent

clustering.
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Although complex char oxidation reaction mechanisms exist [31, 32], the wide

range of time scales of the individual reactions make a deduction of basic flow

properties and timescales used in the analysis complicated. Moreover, calculating

and storing many species and their reaction rates for both flow field and a large

number of particles is prohibitively expensive, hence a simple mechanism is used

in this work, although the mathematical framework is developed for a generic

kinetic case.

The combustion process investigated in this work is represented by oxy-fuel

combustion, which has been proposed as one measure to implement carbon cap-

ture technologies, and hence, decrease the environmental impact of fossil fuelled

energy generation, as summarized in the review paper of Chen et al. [33]. The

main difference between oxy-fuel and conventional combustion is that instead of

air, pure oxygen together with recirculated flue gases, mainly CO2, is used as

oxidizing agent. Thus it represents a simple case to study when only oxygen is

assumed to be the oxidizing species.

The paper first gives an overview of the equations that are used to describe

the fluid, the particles and their interaction in § 2, followed by an introduction of

all dimensionless numbers in § 3. Thereafter, a model is proposed to describe the

effect of turbulent clustering on the heterogeneous reaction rates, followed by the

boundary and initial conditions of the DNS cases in § 4. In § 5, the data obtained

is shown and compared with the proposed model, followed by a short discussion

of the results and future work in Section § 6.
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2. Numerical Modelling

2.1. Fluid Equations

For the DNS simulations shown in this work, ”The Pencil-Code” [34] is used,

which is a an open source CFD code. It solves the fluid equations using a sixth-

order finite difference scheme for spatial discretization and a compact third-order

Runge-Kutta scheme [35] for temporal discretization. Gravity is neglected for

both particle and fluid phase for simplicity and all domain boundaries are periodic.

The implementation of the homogeneous chemistry has previously been described

in detail by Babkovskaia et al. [36]. The continuity equation is solved as

Dρ
Dt

= −ρ∇ · u + S ρ, (1)

where D/Dt = ∂/∂t + u · ∇ is the advective derivative, ρ is the density, u is the

velocity and

S ρ =
−1
Vcell

Np,cell∑

i

dmp,i

dt
(2)

is the mass source term due to mass transfer from the particles to the fluid. In the

above equation, mp,i represents the mass of particle number i, Vcell is the volume of

the grid cell and the summation is over all particles i in the grid cell. The number

of particles in the cell is given by Np,cell. The momentum equation is written in the

form

ρ
Du
Dt

= −∇p + ∇ · τ + f + S m,p, (3)
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where p is pressure and f is a volume force. The volume force has random direc-

tions and wavelengths that are short compared to the length of the domain. The

forcing mechanism is described in the work of Brandenburg et al. [37] and yields

homogeneous isotropic turbulence. The viscous stress is given by:

τ = 2ρνS, (4)

where S = (1/2)(∂ui/∂x j + ∂u j/∂xi) − (1/3)δi j∇ · u is the trace-less rate of strain

tensor. Since the resolution in all cases is sufficient to resolve the smallest scales

of the turbulence, no modelling of turbulence is required. The term S m,p =

(1/Vcell)
∑

i ṁp,i(u − vp,i) in Eq. (3) accounts for the momentum that is transferred

to the fluid by the mass that is released from the particle with velocity vp,i. The

equation for the mass fractions of each species is given by

ρ
DYk

Dt
= −∇ · Jk + ω̇k + S y,k, (5)

where Yk is the mass fraction of species k, Jk is the diffusive flux and ω̇k is the

chemical source term of species k due to homogeneous reactions, described in

detail in the work of Babkovskaia et al. [36], and

S y,k =
1

Vcell

Np,cell∑

i

(
Ẇk,i + Yk

dmp,i

dt

)
(6)

is the source term due to gas phase species being involved in the heterogeneous

reactions. Here, Ẇk,i is the source of gas phase species k due to heterogeneous
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reactions on particle i (see Eq. (26)). The diffusive flux of species k is given by

Jk = ρYkVk (7)

when Vk is the diffusive velocity of species k. Finally, the energy equation is

cv
D ln Tg

Dt
=

Nspecies∑

k

(
− ∇ · J + ω̇k

) ( R
mk
− hs,k

Tg

)
− R

mk
∇ · u

+
2νS2

Tg
− ∇ · q
ρTg

+ S T,conv + S enth,

(8)

where Tg is the gas temperature, cv is the heat capacity at constant volume, R is the

universal gas constant, hs,k is the sensible enthalpy of species k, mk is the molar

mass of species k,

q =

Nspecies∑

k

hk Jk − kg∇Tg (9)

is the heat flux and hk = hs,k + ∆h0
f ,k becomes the enthalpy of species k when ∆h0

f ,k

is the heat of formation of species k. The thermal conductivity is given by kg. In

the above equation, the sum of the conductive and convective heat transfer from

the particles to the gas is given by

S T,conv =
1
ρTg

1
Vcell

Np,cell∑

i

Qc,i, (10)

when

Qc,i = HiAp,i(Tp,i − Tg), (11)
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and the temperature of particle i is Tp,i. The mass that is transferred to the fluid

carries enthalpy with it, which is accounted for by the term

S enth =
1

ρTgas

1
Vcell

Np,cell∑

i

Ẇk,ihk,i(Tphase). (12)

The temperature Tphase, at which the species enthalpy is evaluated is taken from

the phase where the species originated. When gas phase species are consumed,

the enthalpy is evaluated at the gas phase temperature, if the species in question is

produced by the particle, its enthalpy is evaluated at the particle temperature. The

heat transfer coefficient Hi, taken from [38], can be expressed as

Hi =
Nuikg

2rp,i

Bi

exp(Bi) − 1
(13)

when Nui is the Nusselt number obtained from the Ranz-Marshall [19] correlation:

Nui = 2 + 0.6Re0.5
p,i Pr0.33 (14)

with Pr being the Prandtl number of the fluid, calculated as

Pr =
µcp

kg
, (15)

where µ is the dynamic viscosity of the fluid and cp the heat capacity at constant

pressure. The particle Reynolds number is given by

Rep,i =
dp,i|vp,i − u|

ν
, (16)
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when dp,i = 2rp,i is the particle diameter, rp,i is the particle radius and Ap,i = πr2
p,i

is the cross sectional area of the particle. The Stefan flow constant in Eq. (13) is

given by

Bi =
ṁp,icv

2πrp,iNuikg
. (17)

In this work, we use the ideal gas equation of state, such that the pressure is found

as

p =
ρRT

m
. (18)

Detailed expressions for viscosity, species diffusion, thermal conduction, enthalpy

and heat capacity are found in [36].

To increase the numerical stability of the simulations, the particle related

source terms in the fluid equations S ρ, S Y,k, S m,p, and S enth are stored in temporary

scalar or vector fields and diffused by Laplacian diffusion before being added to

the fluid cells. A general flow variable θ0 is stored in a scalar field before the

diffusion steps. The value of the variable is then, after the n’th diffusion step:

θn+1 = θn +
Dnum∆t
Nstep

∇2θn, (19)

when Dnum is a numerical diffusion coefficient, ∆t is the simulation timestep and

Nstep is the total number of diffusion steps per timestep. A compact 6-th order

scheme is used to obtain the second derivative. The diffusion coefficient Dnum is

chosen as small as possible while ensuring stable calculations with three diffusion

steps for every timestep. Of the total mass, energy or species transfer from a parti-
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cle to the fluid, 80% is added to nodes directly neighbouring the node the particle

is closest to. This approach greatly stabilizes the simulations without significantly

changing the dynamics of the flow. An alternative to the approach described above

is to use a spatial filter to distribute the effect of a particle onto several fluid grid

points. The spatial filter would typically be a weighted distribution over the fluid

grid points in the neighbourhood of the particle. For more numerical stability, a

spatial filter with a larger radius of influence will be needed, which means that

the effect of the particle will be distributed over more grid points. The effect of

the radius of influence in such methods is studied by Sundaram and Collins [39].

During the development of the method used in the current work, comparisons with

established interpolation methods for particle-fluid transfers, like the particle-in-

cell-method (PIC) of Squires and Eaton [40] and the projection onto neighbouring

nodes (PNN) method as used by Elghobashi and Truesdell [41], have been per-

formed. The method used in this work (Eq. (19)) yielded results that lie between

the PIC and the PNN.

2.2. The particle equations

The particle model of the Pencil-Code has been extended to account for re-

active particles, which exchange momentum, mass, species and energy with the

fluid. A detailed description of the particle reaction model can be found in Hau-

gen et al. [38, 42]. The only momentum transfer from the particles to the fluid is

via the mass they transfer to the fluid. The back reaction due to the particle drag

force is not considered in this work, since its focus lies not on turbulence statistics.

The particles are regarded as point particles, displacing no fluid, which is valid for

particles that are much smaller than the grid cells. Furthermore, particle-particle

interactions are not considered due to the dilute nature of the flow. Particle track-

13



ing is achieved using a Lagrangian formalism where the evolution equation for

the particle velocity is given as

dvp

dt
=

Fp

mp
, (20)

and for the position as

dx
dt

= vp, (21)

where mp, vp and x are the mass, velocity and position of the particle’s centre of

mass, respectively. Furthermore, the force Fp is the sum of all forces acting on

the particle. Since gravity is neglected, and since a high density ratio between the

particles and the fluid is assumed, the only force on the particles that has to be

considered is the drag force. The Stokes drag, with extension to low and medium

particle Reynolds numbers, is used in the present work. This means that the total

force acting on the particles is given by

Fp =
1
2
ρCDAp|u − vp|(u − vp) =

mp

τp
(u − vp), (22)

when

τp =
2mp

ρCDπr2
p|u − vp| =

8ρprp

3ρCD|u − vp| =
S d2

p

18ν(1 + fc)
(23)

is the particle response time (Stokes time). In this equation, S = ρp/ρ is the

density ratio between a particle and the fluid. The extended Stokes drag coefficient
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is

CD =
24

Rep
(1 + fc), (24)

where fc = 0.15Re0.687
p is due to the Schiller-Naumann correlation, which is valid

for particle Reynolds numbers up to 800 [43]. The particles in our simulations

have a mean particle Reynolds number of 0.1. The mass loss rate of a single

particle is calculated as:

dmp

dt
= −

Nspecies∑

k

Ẇk, (25)

while the net species mass production rate is given by

Ẇk = ApR̂RkMk. (26)

The surface area of the particle is denoted Ap, the molar mass of species k is Mk

and

R̂Rk =

Nreactions,het∑

j

(ν′′j,k − ν′j,k)R̂ j (27)

is the surface specific molar production rate of species k. The stoichiometric coef-

ficients ν′j,k and ν′′j,k are for the reactant and product side of reaction j, respectively.

The rate of reaction j is given by:

R̂ j = kkin, j

( Nspecies∏

l

(
Xl,sCg

)ν′j,l ). (28)
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Here, Xl,s is the mole-fraction of species l at the particle surface, Cg is the local

gas concentration, which is evaluated at the particle film temperature T f ilm = Tp +

(Tg − Tp)/3 and found from the ideal gas law;

Cg =
Nm

V
=

p
RT f ilm

. (29)

In this equation, Nm represents the number of moles in the volume V . The kinetic

rate of reaction j is given by the Arrhenius expression

kkin, j = Bn, jTαn, j exp(−Ean, j/RTp), (30)

where Bn is the pre-exponential factor, αn is the temperature exponent, and Ean the

activation energy, which are all empirical coefficients that are given by the kinetic

mechanism.

For a single irreversible global heterogeneous reaction with only one homo-

geneous reactant species r, an algebraic solution for the surface mole fraction Xr,s

of the reactant can be found by applying the Baum and Street model [44] and

assuming equilibrium between the transport and consumption of the reactant r:

Xr,sṅtotal︸  ︷︷  ︸
S te f an Flow

−Cgkdi f f (Xr,∞ − Xr,s)︸                  ︷︷                  ︸
Di f f usion

= CgkkinXr,s︸     ︷︷     ︸
Production/Consumption

. (31)

If the heterogeneous reaction is unimolar, i.e. ṅtotal = 0, Eq. (31) gives a very

simple expression for the mole fraction of reactant r at the particle surface;

Xr,s =
Xr,∞kdi f f

kkin + kdi f f
, (32)
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when kdi f f is the mass transfer coefficient. For multiple reactant species, a multi-

variate set of Eq. (32) can be solved by a Newton-Raphson method. As long as the

particle is much smaller than the fluid grid cell, the expression in Eq. (32) makes

it possible to use the mean reactant mole fraction in the grid cell, Xr,∞, instead of

the reactant mole fraction at the particle surface, Xr,s. For a single reaction with

one reactant species, Eq. (28) then reduces to

R̂ = ke f f Xr,∞Cg, (33)

when the mean effective reaction coefficient,

ke f f =
kkinkdi f f

kkin + kdi f f
, (34)

is introduced to account for kinetic reaction rate as well as diffusive transport of

reactant to the particle. The term kdi f f is the mass transfer rate, which is defined

by

kdi f f =
DSh
2rp

, (35)

where D is the diffusivity in the bulk gas and

Sh = 2 + 0.69Re0.5
p Sc0.33 (36)

is the particle Sherwood number, which is obtained using the Ranz-Marshall cor-

relation [19] for flows with low and intermediate Reynolds numbers. Here, Rep is

the particle Reynolds number and Sc the Schmidt number. It is interesting to note

that for a RANS simulation, the relative velocity between the particles and the
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fluid is not available since the turbulence velocity is not resolved. In many RANS

modelling tools, it is therefore customary to include some kind of particle disper-

sion model, where the particles are displaced in random directions and distances

based on the local turbulence parameters in order to make the particles diffuse

through the fluid. As a by-product of the particle dispersion that is obtained with

these models, there will be a relative velocity between the particles and the fluid,

but, since no account is made for the correlation with the instantaneous turbulent

structures, this velocity does not have anything to do with the reality. It is there-

fore often better to simply neglect the effect of the relative particle-fluid velocity

by setting the particle Reynolds number in Eq. (36) to zero, such that the Sher-

wood number becomes 2. Hence, for a quiescent fluid, or for a RANS simulation,

the Sherwood number is 2 and the mass transfer coefficient then reduces to

kdi f f ,q = D/rp. (37)

The particle temperature evolution is given by:

dTp

dt
=

1
mpcp,p

(Qreac − Qc + Qrad), (38)

where Qreac is the heat due to the surface reactions, Qc the conductive heat loss to

the fluid and Qrad = 4εσπr2
p(T 4

s −T 4
p) is the radiative heating of the particle. Here,

ε is the emissivity, σ the Stefan-Boltzmann constant and Ts is the temperature of

the surroundings. If Tp > Ts, this corresponds to a situation where the particles are

radiatively cooled, acting as heat sinks in the system. The particle heat capacity

is denoted by cp,p. The particle is assumed to be thermally thin, resulting in a

uniform temperature distribution throughout the particle.
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The reactive heating rate is given by:

Qreac = Ap,i

nreactions∑

j

R̂ jh j, (39)

when the heating due to reaction j is composed of the surface specific reaction rate

R̂ j and the heat of reaction h j. The specific enthalpies are calculated at the particle

temperature for all products and for all solid reactants, and at the gas temperature

for gaseous reactants. The reactive heating only heats up the particle, as the heat

loss to the fluid is already accounted for by evaluating the species enthalpy that is

transferred to the fluid at the particles temperature in the term S enth in Eq. (12).

3. Dimensionless numbers

In this work, four dimensionless numbers are of special interest and therefore

explained in detail: The Damköhler number Da, the Sherwood number Sh, the

particle Stokes number St and the Sherwood correction factor α̃. The Damköhler

number is the ratio between the turbulent time scale τL and the chemical time scale

τhom:

Da =
τL

τhom
, (40)

where τhom is the inverse of the ideal homogeneous reaction rate. If we assume

a reactive object, which is typically a particle or a dense cluster of particles, the

ideal homogeneous reaction rate then depends on the mean reactive surface area

of the object A
′
, the mean reactive density n′ and its effective reaction rate k

′
e f f .
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Accordingly, τhom can be expressed as

τhom =
1

αhom
=

1

A
′
n′k
′
e f f

, (41)

such that the Damköhler number becomes:

Da = αhomτL = A
′
n′k
′
e f fτL. (42)

The turbulent time scale considered in this work is the time scale τL of the integral

scale, l = L/2πk f , which is given by

τL =
L

2πk f uRMS
, (43)

where L is the domain size, k f is the wave number of the external forcing and the

root mean square velocity is uRMS.

The particle Stokes number is given by the ratio between the particle response

time and the turbulent time scale:

St =
τp

τL
. (44)

To achieve clustering at the large scales of the flow, the density and radius of the

particles are chosen so that for the simulations in this work a Stokes number of

approximately 1 is achieved.

3.1. The ideal homogeneous reaction rate and the Damköhler number

For low Da, the fluid composition and temperature is relatively homogeneously

distributed throughout the domain. This means that the fluid surroundings of a
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given particle is not directly influenced by the particles in its immediate neigh-

bourhood, but rather by the accumulated effect of all particles in the domain. Thus,

the reaction rate, and hence also the Damköhler number, scale proportionally to

the mean surface area of the particles A
′

= Ap, the mean particle number density

in the domain n′ = np and mean effective particle reaction rate k
′
e f f = ke f f ,p, which

means that the Damköhler is given by

Da = Apnpke f f ,pτL = αhom,qτL, (45)

when the ideal homogeneous reaction rate is

αhom,q = Apnpke f f ,p, (46)

for a quiescent fluid (Sh=2) and a mean effective particle reaction rate ke f f ,p that

is equal to the mass transfer rate kdi f f , is established as a base value to compare

against. This case, when kdi f f = ke f f ,p, corresponds to the situation when kdi f f �
kkin, i.e., when the reactions are diffusion controlled. The ideal homogeneous

reaction rate is also used to define the Damköhler number of each case.

3.2. Low Damköhler number in turbulence

For low Da and diffusion limited reaction rates, the actual reaction rate is

higher than the ideal homogeneous reaction rate. This is due to the fact that the

ideal homogeneous reaction rate (Eq. (46)) is based on a quiescent flow, for which

the Sherwood number is 2 according to the Ranz-Marshall correlation [19]. The

actual Sherwood number is higher than 2 because of the relative motion of particle

and fluid. The increase in the reaction rate becomes the ratio of the actual Sher-
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wood number divided by two. When account is made for the relative fluid-particle

velocity due to turbulence, the mean effective diffusion limited particle reaction

rate is therefore given by:

αhom,t︸︷︷︸
turbulent

= αhom,q
Sh
2
. (47)

Note that in this regime, the reaction rate still scales linearly with the number

density of particles, np.

3.3. High Damköhler number, SC regime

It is known that particles embedded in a turbulent flow will form particle

clusters where the particle number density is significantly above the mean value

[20, 21, 22]. For large Da, the particle number density inside these clusters is

very high and the internal oxygen is consumed rapidly. Following the description

in the work of Haugen et al. [30], the characteristic length scale l of these parti-

cle clusters is obtained by assuming that the eddies responsible for the clustering

have the same time scale as the clustering particles, such that τl = τp = StτL.

Assuming Kolmogorov scaling between the scales l and L, one obtains l = LSt3/2

and Ddi f f ,cl = ull = uRMSLSt2 [30]. The subscript cl stands for all cluster related

properties. After the internal oxygen is consumed, the reaction rate is limited by

the transport of oxygen to the surface of the particle clusters. This is a combustion

regime similar to Sheath Combustion [23], and the reaction rate converges to a

particle number density independent value αcl [30]:

αcl = Aclnclkdi f f ,cl = A1A2
Ddi f f ,clSh

l2 . (48)

22



The cluster dependent reaction rate, αcl, is dependent on the mean cluster surface

area Acl = A1l2, the mean cluster number density ncl = A2/l3 and the cluster

dependent mass transfer rate kdi f f ,cl = Ddi f f ,clSh/l, where A1 and A2 are fitting

factors related to the shape of the particle clusters, influencing their number and

surface area, respectively. Inserting the expressions for l and Ddi f f ,cl into Eq. (48)

then yields:

αcl =
A1A2Sh
τLSt

. (49)

Haugen et al. [30] determined values for A1A2 for a range of ReL and St and they

arrive at the following functional dependence; A1A2 = 0.08 + St/3, which predicts

the effect of turbulent clustering on the reaction rate in a simpler system. Note that

the expression for αcl has no dependence on the number of individual particles.

3.3.1. Connecting IPC and SC combustion regimes

A model for the reaction rate connecting the limits for small and large Da

(IPC and SC in the terminology of Annamalai and Ramalingam) can be obtained

by constructing the harmonic mean:

α =
αclαhom,t

αcl + αhom,t
. (50)

By dividing this expression by the ideal homogeneous reaction rate for a quiescent

fluid, a Sherwood correction factor α̃ = α/αhom,q can be found as:

α̃ =
αcl

αcl + DaSh/(2τL)
Sh
2
. (51)
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This expression takes into account both the influence of the turbulence on each

individual particle via the Sherwood number, as well as the influence of large

scale clustering via the cluster dependent reaction rate αcl.

If the chemical timescale, the turbulent flow time scale and the particle Stokes

number are known properties the Sherwood correction factor can be obtained and

combined with Eq. (37) to obtain a mass transfer rate

kdi f f ,turb = α̃kdi f f ,q (52)

that takes into account the effect of small scale turbulence and turbulent clustering.

3.4. Finding the Sherwood correction factor from simulations

To validate the model in Eq. (51), we compare the mean mass loss rates of

the particles obtained from the DNS simulations with the mean homogeneous

mass loss rate of the same case. In current state of the art RANS models for

char conversion, no model exists that accounts for the effect of turbulence on

the heterogeneous reactions. The mean homogeneous mass loss rate, which is

the mass loss rate one would obtain if small char particles were homogeneously

mixed in a quiescent fluid, is therefore what is used in a typical RANS simulation.

The aim of this paper is to provide a model for heterogeneous combustion of char

that accounts for the effects of turbulence and that can be used for any RANS

simulation.

Based on Eq. (34), the mean effective reaction coefficient in a quiescent fluid

is given by

ke f f ,q =
kkinkdi f f ,q

kkin + kdi f f ,q
, (53)

when kdi f f ,q is found from Eq. (37). The mean homogeneous mass loss rate is
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found by combining Eq. (25) and Eq. (26), such that

dmp,hom

dt
= −ApMk

Nspecies∑

k

R̂Rk. (54)

For a single reaction with only one reactant, where the reaction removes one car-

bon atom from the surface of the char particle, Eqs. (53) and (54) can then be

combined with Eqs. (27) and (33) to yield

dmp,hom

dt
= −ApMcke f f ,qXr,∞Cg. (55)

As argued in § 3.3.1, the turbulence only affects the mass transfer rate to the

particles, not the kinetic rate. The corresponding mean effective reaction coeffi-

cient that incorporates the effect of turbulence is therefore given by

ke f f ,turb =
kkinkdi f f ,turb

kkin + kdi f f ,turb
, (56)

when kdi f f ,turb is found from Eq. (52). Hence, the actual mass loss rate in a turbu-

lent flow is given by

dmp

dt
= −ApMcke f f ,turbXr,∞Cg. (57)

By combining Eqs. (55) and (57), the ratio of the mean actual mass loss rate,

which includes the effect of turbulence, to the mean homogeneous mass loss rate,

which neglects the effect of turbulence, is found to be

β =
dmp/dt

dmp,hom/dt
=

ke f f ,turb

ke f f ,hom
. (58)
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This is a measure of how fast the reactions proceed compared to the homogeneous

assumption. From Eqs. (53) and (56), it can then shown that

β =
kkinα̃kdi f f ,q/(kkin + α̃kdi f f ,q)

kkinkdi f f ,q/(kkin + kdi f f ,q)
=
α̃(kkin + kdi f f ,q)
kkin + α̃kdi f f ,q

. (59)

Solving for the Sherwood correction factor, α̃, yields:

α̃ =
βkkin

kkin + kdi f f ,q(1 − β)
. (60)

This expression takes into account the effect of the ratio between the kinetic and

the diffusive rate on the Sherwood correction factor. When kkin � kdi f f , α̃ is

nearly proportional to β. However, when the reaction is kinetically controlled, α̃

is less dependent on β. In short, a Sherwood correction factor of 1 describes no

change in the reaction rates in comparison to the homogeneous assumption in a

quiescent fluid, a ratio α̃ > 1 signifies a speed-up, and a value α̃ < 1 corresponds

to a slow-down.

In § 5, the value of dmp/dt is given by the actual mass loss rate obtained from

the DNS simulation, while dmp,hom/dt is found from Eq. (55). The Sherwood

correction factor is then determined from Eq. (60).

4. Simulation setup

For simplicity, char is here considered to react with oxygen to form carbon

dioxide. Hence, no homogeneous reactions are present, and the gas phase source

term, ω̇k in Eq. (5), is zero. The heterogeneous mechanism is taken from the

work of Li and You [45] and summarized in table 1. To achieve relatively con-

stant Stokes and Da for the duration of the simulation, the particles react with
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Table 1: Heterogeneous mechanism
C + O2 → CO2

Bn[m/s] αn[−] En[J/mol]
1.2·104 0 101·103

oxygen present in the fluid and transfer mass to the fluid phase while the parti-

cles themselves do not lose mass. This allows us to exclude the effects of varying

Damköhler and Stokes numbers, and therefore different clustering or mass trans-

fer behaviour, from the present analysis. The reactions assume a fully dried and

devolatilized char particle reacting with oxygen in isotropic and homogeneous

turbulence. This setup is ment to resemble what would be observed when study-

ing a small fluid volume that is advected with the mean flow downstream of the

zone of gas phase combustion. The Damköhler number is varied from simula-

tion to simulation by varying the number of particles in the domain according to

Eq. (45).

4.1. Initialization and start time of reactions

All cases are initialized with random particle positions and then run with reac-

tions disabled until a statistically steady state is reached, which is determined by

a stabilization of the shape of the PDF of the particle number density. The evolu-

tion of the PDF of the particle number density over time is presented in Fig. (1).

As can be seen, the initial distribution is close to a gaussian distribution, which is

expected from a true random distribution. As the simulation progresses, the PDF

broadens to show a high number of cells with few particles, but also a significant

number of cells with many particles. This corresponds to clusters of particles,

separated by voids with nearly no particles present. The mean relative velocity

between the particles and the fluid varies around a constant value, as shown in
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Figure 1: Evolution of the PDF of the particle number density over time

Fig. (2) for a representative case. A simulation time of 0.06 seconds, which corre-

sponds to 16 eddy turnover times, is sufficient to reach a statistically steady state

for all cases. The long term variation in relative particle velocity that occur after

the reactions are turned on is due to the effect of chemical reactions on tempera-

ture and fluid composition. Only data from when the mean oxygen mass faction

is still above 1% is taken into account in the subsequent analysis.

4.2. Particle size to grid size dependence

Attention must be given to the fact that the ratio of the particle diameter to

the square of the cell size should not exceed a certain value. If a single particle

in a cell represents too much reactive surface, the cell’s oxygen content is rapidly

consumed and a region devoid of oxygen forms around the particle. In the work of

Annamalai and Ramalingam [23], this zone is called the film zone and the particle

is undergoing Individual Particle Combustion. This is a physical effect, which

leads to a reaction rate that is lower than the ideal homogeneous reaction rate,

even for small Damköhler numbers. In addition, particles that are large compared

28



0.00 0.02 0.04 0.06 0.08 0.10 0.12
Time [s]

0

5

10

15

20

25

v p
,r
el
[c
m
/s
]

Start of reactions

Figure 2: Evolution of the relative particle velocity over time.

to the grid cell tend to introduce numerical instability in the simulations, and, in

extreme cases, they will also violate the point-particle assumption that the particle

tracking model is based upon. To mitigate these numerical issues, and the forming

of a significant ”film zone” around each particle, sufficiently small particles are

needed. To hold the Damköhler number constant when decreasing the particle

surface area, the number density np of particles has to be increased according to

Eq. (41). This effect is illustrated in Fig. (3), where the Sherwood correction factor

is shown to decrease for increasing oxygen conversion and larger ratios of rp/∆x2.

The oxygen conversion is defined as:

c(t) = 1 − YO2(t)
YO2,0

. (61)

Figure 4 shows the oxygen mass fraction for simulations with decreasing particle

sizes and increasing particle numbers from left to right. All cases have the same

low Damköhler number. The areas of low oxygen content around single, large

particles are particularly visible in the leftmost panel. Moving towards the right
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Figure 3: Ratio of the real to the ideal homogeneous reaction rate for a constant Damköhler number
of 0.1 for different particle sizes as a function of oxygen conversion.

Figure 4: Plots of the oxygen mass fraction for cases with increasing particle numbers and de-
creasing particle radii at a low and constant Damköhler number.

panel it is clear that for smaller particles, the oxygen distribution is more uniform.

When decreasing the particle size, the Damköhler number is kept constant by

increasing the particle number density. For turbulent cases, it is also important to

maintain the same Stokes number, which is achieved by increasing the material

density of the particles.

The Sherwood correction factor is shown as a function of the particle size

(rp/∆x2) for Da = 0.1 in Fig. (5). It can be seen from the figure that the Sherwood

correction factor starts to decrease for rp/∆x2 > 0.12. This decrease is, as ex-

plained previously, due to the presence of a film zone with lower oxygen around
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Figure 5: Ratio of the real to the ideal homogeneous reaction rate for a constant Damköhler number
of 0.1 over the ratio rp/∆x2.

the large particles. To avoid having to account for the effect of the film zone, a

particle radius of 11.25 µm (rp/∆x2 = 0.12) is chosen for the remainder of the

simulations. To satisfy the requirement of a Stokes number of unity, a large den-

sity ratio between particle and fluid is required. This would not be a requirement

for larger Reynolds numbers though, since the flow time scale would be reduced.

Table 2 summarizes the general conditions of all simulations.

5. Results

Figure 6 shows the Damköhler number as given by Eq. (42) as a function

of oxygen conversion for cases with different particle number densities. Higher

particle number densities yield higher Da, and the Damköhler number for each

case increases until 75% conversion, and then decreases again. The change in

fluid diffusivity with temperature is the most important fluid property influencing

the variability of the Damköhler number.

Figure 7 shows the ratio of the kinetic to the mass transfer rate for cases with
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Table 2: Common boundary conditions of the cases. Here, subscript 0 refers to the initial condi-
tion.

Tgas,0 2100 [K]
Twall,0 2100 [K]
Tp,0 2100 [K]
ρchar 8.55 [g/cm3]
ρgas 3·10−4 [g/cm3]
uRMS 180.0 [cm/s]
Re 40 [-]
L f 1/1.5 [cm−1]
YCO2,0 0.74 [-]
YO2,0 0.26 [-]
L 6.28 [cm]
rp 11.25 [µm]
Ncell 643 [-]

different Da, plotted as a function of oxygen conversion. The ratio first increases,

with the maximum being higher for lower Da. The reason for this is that the

amount of oxidizer per particle is higher for lower Da. This means that for low

Da, the particles obtain higher temperatures, and hence larger values of kkin. The

decrease in the kinetic rate at later times is due to radiative particle cooling. It is

clear from the figure that for these simulations, the char conversion is diffusion

controlled for low Damköhler numbers.

5.1. The reaction rate, oxygen consumption and inhibition

The decrease of oxygen content over time can be seen in Fig. (8) for several

Da. The x-axis is at 1% YO2 , which illustrates the large differences in time to reach

this mass fraction. The case with the highest Damköhler number reaches 1% mass

fraction of oxygen after 0.02s, while the case with the lowest Damköhler number

takes 60 times longer, i.e. 1.2s. The mean oxygen mass fraction decreases near

exponentially, which can be seen in the inset. The exponential decay is expected
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Figure 6: Evolution of the Damköhler number over time.
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Figure 9: Comparison of ideal and actual total particle mass loss rates over time for simulations
with different Da.

from a first order reaction equation [29]. In Fig. (9), the actual total particle mass

loss rate (dmp/dt) and the ideal homogeneous mass loss rate (dmp,hom/dt), assum-

ing homogeneous distribution of particles, are compared for several Da. For low

conversions (early times), all cases show comparable ideal and actual mass loss

rates. For higher conversion values, the ideal mass loss is higher than the actual

one, and the difference is stronger for higher Da. The fastest reactions are found

in the beginning, when oxygen is still available inside the particle clusters. The

34



0.0 0.2 0.4 0.6 0.8 1.0
c [−]

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

α̃

Da = 1.00

Da = 0.33

Da = 0.09

Da = 0.01

Figure 10: Sherwood correction factor over conversion for simulations with different Damköhler
numbers.

reason for the difference between the ideal and the actual mass loss for high Da

is that the particle clusters become void of oxygen, even though there are large

amounts of oxygen available between the clusters. This means that the ideal ho-

mogeneous mass loss is only taking into account the total amount of oxygen in

the domain or cell, while the actual mass loss is also taking into account the dis-

tribution of oxygen and particles. Figure 10 shows the corresponding Sherwood

correction factor over conversion, as obtained from Eq. (60), for the same cases

as was shown in Fig. (9). The curve ends when the mass fraction of oxygen has

reached 1%. The decrease of the Sherwood correction factor for high Da is clearly

seen. It can also be seen that the Sherwood correction factor has a tendency to de-

crease with conversion for conversions less than about 50%. The reason that the

Sherwood correction factor is higher for early times is that the particles clusters

are not yet void of oxygen. For larger conversions, a clear positive or negative

trend in the behaviour of the Sherwood correction factor is no longer seen, and we

therefore choose to define the steady state Sherwood correct factor as the value

35



10−3 10−2 10−1 100

Da [−]

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

α̃

Simulations

Model, A1A2 = 0.2

Model, A1A2 = 0.08 + St/3

Figure 11: Sherwood correction factor over the Damköhler number

obtained in the range from 50%-99% conversion.

In Fig. (11), the steady state Sherwood correction factor is plotted over Damköhler

number for a range of different simulations. The small scale influence of turbu-

lence can be seen in the fact that for small Da, the reaction rate is faster than the

ideal homogeneous one (i.e. α̃ > 1). This is due to the fact that the turbulence

induces a relative velocity between the particles and the fluid, which results in

fresh reactants constantly being convected to the particle surface, and hence, that

the conversion rate is increased.

For large Damköhler numbers (Da > 0.3), the Sherwood correction factor is

less than unity. This is due to the effect of the particle clustering, where the fluid in

the particle clusters are depleted of oxygen, while there is still significant amounts

of oxygen left in the volumes between the clusters. The dashed lines in Fig. (11)

represent the model for the Sherwood correction factor, as given by Eq. (51),

where the cluster dependent reaction rate, αcl, is given by Eq. (48). The Sherwood

number can be found from Eq. (36), when utilizing the model for the relative

particle-fluid velocity that was developed by Haugen et al. [30]. Furthermore,
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for the upper orange dashed line, the value of A1A2 used in Eq. (48) is given by

A1A2 = 0.08 + St/3, which is taken from Haugen et al. [30]. For comparison,

the light blue lower dashed line has been obtained by using A1A2 = 0.2. It can

be seen that the qualitative behaviour of Eq. (51) is fairly similar to the results

from the DNS. The model for A1A2 as found by Haugen et al. [30], yields a

surprisingly good result, even though the physics in their case was more simplified

and only mass transfer was considered. This supports the assumption that it is

primarily the mass transfer effect that is influenced by the turbulence. We do

believe though, that the discrepancy between the simulation results and the model

results (orange upper dashed line) is due to the effect of the turbulence on the heat

transfer. Finally, it could also be noted that a higher Damköhler number yields

a higher variance in the Sherwood correction factor, while the variance is fairly

small for the smaller Da.

5.2. The distribution of oxygen and temperature in the domain

Figure 12 shows the instantaneous value of the oxygen mass fraction in a slice

of the domain when the mean oxygen mass fraction is 15% for three cases with

increasing Da from left to right. A distinct increase in the difference between the

oxygen rich and lean regions is clearly visible for higher Da. A high Damköhler

number results in a large variance in the oxygen mass fraction, as clusters become

depleted of oxygen in a short time, while the regions with low particle number

density are left nearly untouched. This effect can be observed in Fig. (13), where

a scatter plot of the normalized particle number density as a function of the oxy-

gen mass fraction is shown. The low Damköhler case shows very similar levels of

oxygen content for all particle number densities, while the large Damköhler case

shows a clear correlation between high relative particle number densities and low
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Figure 12: Plots of the oxygen mass fraction for cases with increasing Da, 0.01, 0.09 and 1.00
from left to right, ȲO2 = 15%, the time of the snapshots is 100ms, 6ms and 2ms from left to right.

oxygen content. In Fig. (14) the corresponding PDF of the oxygen mass fraction

is shown. The constrained probabilities for regions where the particle number

density is higher than its mean value, np > np (dashed line in Fig. (13)), have

different positions in the overall distribution. While the constrained distribution

for low Da fills nearly the full range of values of the unconstrained one, the con-

strained distribution for the large Damköhler case only covers the lower half of the

unconstrained range of values. The values of oxygen mass fraction have a larger

spread for higher Da. Note that the mean oxygen mass fraction for all cases at the

time of the snapshot was around 15%, hence the data is from different times (see

Fig. (8)).

Finally the effect of turbulence on the temperature distribution in the domain

is studied. The normalized particle number density is plotted as a function of

the gas temperature in Fig. (15), and the resulting PDF of the gas temperature is

shown in Fig. (16). The mean oxygen mass fraction is 15% for all cases. A higher

Damköhler number simulation has a wider range of temperatures and a lower

mean temperature than simulations of lower Da. The lower mean temperature

of the high Damköhler cases is explained by the high number of particles in the

domain, which constitute a higher fraction of the energy stored in the particles,
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Figure 13: Scatter plot of the particle number density over the oxygen mass fraction. The mean
oxygen mass fraction is YO2 = 15% for all three simulations.
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Figure 14: PDF of the oxygen mass fraction for the full domain (continuous lines) and in regions
where np > n̄p (dashed lines). Higher Da result in broader distributions.
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Figure 15: Scatter plot of the particle number over the domain temperature density.
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Figure 16: PDF of the domain temperature for cases with three different Da. The dashed line
represents the subset of the domain where np > np.
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and an increase in radiation losses from the sum of all particles. The wide range

of temperatures found for medium Da is believed to be due to the wide range of

states the gas can be in. For medium Da, parts of the domain have already been

emptied of oxygen and cooled down, while other parts have not yet been in contact

with particles.

6. Conclusions

The simple model of Haugen et al. [30] and Krüger et al. [29], where DNS

was used to analyse heterogeneous reactions in isotropic turbulence, has been

extended to incorporate real species and temperature effects. It has been found

that the particles form clusters because of the turbulence. Treating the reactions

for high Da as only occurring on the outer shell of these particle clusters is found

to give reasonable results, and a cluster dependent reaction rate αcl is found to

yield a good approximation of the maximum rate of reaction that can be achieved

for heterogeneous reactions. Haugen et al. [30] has given an approximate value

of A1A2, which fits the results reasonably well. The fitting factors A1 and A2 are

factors relating to the number density and surface-to-volume ratio of the particle

clusters, both of which depend on the shape of the clusters. Predicting the shape

of the particle clusters, and thus values of A1 and A2 from flow field and particle

properties is the topic of ongoing work. The simulations show the same trend as

obtained in the work of Haugen et al. [30] and Krüger et al. [29]. However, using

A1A2 = 0.08+St/3 slightly overpredicts the reaction rate for low and medium Da.

For low and intermediate Da, a good fit is achieved with A1A2 = 0.2, at the cost

of underprediction for higher Da. The developed model, as presented in Eq. (51),

should be used in RANS simulations to account for the effect of turbulence on the

41



conversion of heterogeneously reacting particles. The model accounts both for 1)

the effect of increased mass transfer due to turbulence-induced relative velocities

between particles and fluid, and 2) the effect of particle clustering.

The reason for the discrepancies between the results obtained in this work and

the results of Haugen et al. [30] are thought to be due to the thermal and kinetic

effects that have been included in the current work. In the work of Haugen et

al. [30], the consumption of a passive scalar is studied, which does not influence

the carrier fluid. Meanwhile, the consumption of oxygen directly affects the den-

sity, temperature, composition and momentum of the fluid. Another difference is

the lower flow Reynolds number of approximately 40 that has been studied here,

while the work of Haugen et al. studies flows with Reynolds numbers in the range

of 80-2200.

The Sherwood correction factor is also dependent on the size ratio of the par-

ticles and the grid cells size, which are all factors that influence the cost of the

simulations. The ratio of particle to grid cell size in the present work was chosen

so that the reaction rates at small Da behave similar to the homogeneous assump-

tion at reasonable cost and ensure the validity of the point-particle assumption.

Increasing the particle size will yield lower Sherwood correction factors. In addi-

tion, it tends to yield numerical instabilities.

It is worth noting that extending this analysis to include several heterogeneous

and homogeneous reactions will complicate the interpretation of the effect of tur-

bulence. Interestingly, this can result in cases where production/consumption of

one species can be modelled by the homogeneous approach, while other species’

reactions are happening at the cluster dependent reaction rate.

The proposed model gives a good approximation of the char consumption rate
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in reacting flows with heterogeneous reactions. To further improve its predictabil-

ity, more work has to be done to identify an appropriate correlation for A1A2,

and to analyse the effect of several heterogeneous and homogeneous reactions,

especially for cases where non-unimolar reactions are considered. The effects of

particle heating and heat transfer between fluid and particles should also be exam-

ined.
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