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Double Degree in a Cotutelle Agreement. This work was supervised by Professor
Terese Lgvas and Dr. Ing. Nils Erland L. Haugen at NTNU, and Associate Pro-
fessor Adam Klimanek at SUT.






Abstract

This thesis investigates conversion of solid fuel particles from different perspect-
ives. In particular, two aspects of the conversion process are studied: 1) the effect
of turbulence on the conversion rate and 2) the combustion behaviour of a single
carbon particle.

Direct Numerical Simulations of polydisperse particle systems in a periodic box
of isotropic and homogeneous turbulence were performed in order to analyse how
turbulence affects the mass transfer rate in such configuration. The effect of tur-
bulence was found to be identical qualitatively and very similar quantitatively to
what was observed for monodisperse particle systems, i.e. there exist two opposing
mechanisms through which turbulence can affect the reactant transfer to surfaces
of particles. The first mechanism leads to formation of particle clusters, which are
responsible for decreased mass transfer rate, while the other is associated with the
mass transfer being enhanced by turbulent motions. The model which accounts
for the combined effect of turbulence was shown to be applicable to polydisperse
particle systems. The effect of particle back-reaction was also studied, the results
revealed its importance especially in cases characterized by high Stokes numbers.
A sensitivity of the effect of turbulence to selected parameters was investigated
through theoretical analysis and using simple numerical examples. Several para-
meters (mixture composition, particle material, turbulence intensity, particle size,
mass flow rate) were demonstrated to have a meaningful influence on how strong
the effect is. Finally, the effect of turbulence on the conversion rate in practical
systems was examined. For this purpose, an industrial-scale boiler was simulated
in ANSYS Fluent. The results showed that regions of very different conditions can
simultaneously occur in different parts of the boiler, which rules out the possibility
to predict the net effect of turbulence a priori. Moreover, it was shown that the
conversion rate might be affected by turbulence much less than expected based on
theoretical predictions as the reaction rate is often controlled by kinetics, i.e. it is
independent on the rate of reactant transfer.

A simple model for the resolved carbon particle conversion was implemented in
the Pencil Code. Efficiency of the model was achieved by pre-adjustment of diffu-
sion coefficients, reduction of the speed of sound and employment of a semi-global
mechanism. Despite numerous simplifications, an ability of the model to predict
main characteristics of the char particle conversion and formation of a flame zone
was demonstrated by validating the model against experimental and numerical res-
ults. Sensitivity of the conversion rate to kinetic parameters and transport coeffi-
cients was studied. A strong sensitivity to the oxygen diffusivity was registered,
especially at higher temperatures.
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Chapter 1

Introduction

1.1 Statistics and motivation

Solid fuels are one of the most common energy sources in the world. In spite
of its diminishing role, coal remains the largest source for power generation and
has a second to oil largest share in the global energy mix. According to the last
year’s Statistical Review of World Energy report [5], in 2019 coal accounted for
around 27% of the primary energy consumption and satisfied 36.4% of electricity
demand. Contrary to coal, solid fuels classified as renewable energy sources, such
as biomass and refuse-derived fuel, are recognized as important energy sources in
the future and their share in the primary energy is expected to grow [6].

Despite a slight decline of the energy demand in 2020 induced by the COVID-19
pandemics, the global primary energy consumption continues to grow and is pre-
dicted to be increasing in the coming years [7]. This growing demand necessitates
a wise use of energy resources. This is particularly crucial in the case of energy
produced out of fossil fuels, since their burning contributes to the majority of the
greenhouse emissions in the world, which has severe consequences both for the
climate and human health. Out of available fossil fuels, it is coal that contributes
to the highest carbon dioxide production and air pollution per unit of produced en-
ergy [8]. It is, however, unlikely that the global coal consumption will be radically
reduced in the near future. The reason for that is coal’s relatively low cost, abund-
ance and availability, together with the fact that the development of countries like
e.g. China and India heavily relies of coal-based energy. According to recent data,
coal generation maintained a constant level over the past five years as a decrease in
the coal consumption in OECD countries is balanced by the consumption increase
in emerging economies [9]. It seems that a reasonable, albeit temporary, solution



2 Introduction

is to adopt so called clean coal technologies that aim to reduce environmental im-
pact of coal by modifying current technologies to achieve increased efficiency and
reduced emissions. The World Energy Resources report [10] estimates that an av-
erage 7% increase in the efficiency of coal-fired power plants would reduce the
global CO; emission by 1.7 billion tonnes every year. While this number is not
very impressive when juxtaposed with over 30 billion tonnes of carbon dioxide
emitted yearly, the adoption of clean coal technologies might be an important step
towards succeeding in climate change mitigation. This can be supported by the
fact that the predicted growth of electricity demand will be only partially satisfied
by the growing contribution of renewables [11].

In order to design low-emission and highly-efficient technologies, and thus to re-
duce the negative environmental impact, a better understanding of fundamental
processes occurring during solid fuels conversion is needed. This understanding
can be gained through experiments and numerical analysis. Both of these research
methodologies are employed nowadays to study solid fuels conversion. Using
various experimental techniques, solid fuels heating value, composition (both ele-
mental and in terms of moisture, volatile matter, fixed carbon, and ash), density,
porosity as well as other properties can be determined. The experimental tech-
niques, although most of them are known already for a long time, are still being
developed and improved to provide more accurate and a wider range of results. Ex-
perimental investigations are also essential to provide input parameters for numer-
ical simulations and data for model validation. In fact, the entire field of numerical
combustion relies on kinetic parameters that are determined experimentally, typ-
ically through thermogravimetric analysis, e.g. [12, 13] or by optical observations
in a drop tube furnace, e.g. [14, 15, 16]. Despite the many advantages of experi-
ments, information provided by them may not be complete due to complexity and
a broad range of scales involved in the solid fuel conversion processes. Moreover,
it might be cost-ineffective to experimentally test new technologies, and to exam-
ine the impact of multiple parameters on their performance. The existing gaps
in knowledge and understanding can be addressed through numerical modeling.
Nowadays, numerical models are frequently used in design of new and optimiz-
ation/improvement of existing solid fuel combustion systems. Numerical simula-
tions of solid fuels conversion are most often performed using multiphase Compu-
tational Fluid Dynamics (CFD) codes coupled with chemical kinetics. The goal of
the work presented in this thesis was to study different aspects of fundamental phe-
nomena occurring during solid fuel conversion. To carry out these studies, various
numerical approaches and solvers were employed, as will be explained later in this
thesis.
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1.2 Different approaches to modeling of particulate flows

Domestic use of solid fuel typically include burning of quite large fuel pieces, e.g.
wood logs. Fuels such as wood or waste are also utilized in relatively large pieces
on the industrial scale in special installations e.g. grate boilers. However, in the
case of large coal combustion and gasification systems, coal is usually grinded
(pulverized) in special devices into very small particles. Since the focus of this
work is on such systems, the following discussion is in the context of pulverized
fuel combustion. CFD simulations of solid fuels conversion belong to a general
class of flows with particles. When modeling particulate flows, the selection of
numerical approach is often dictated by the time and length scales of the problem
in question, as well as the particle volume fraction and the mass loading. As a
general rule, the larger the scale of the analyzed system, the more modeling is
required, where by modeling it is meant that certain phenomena are accounted for
through empirical or approximate expressions. This is because these phenomena
happen at too small (or short) scales or are too complex to be considered directly;
or because certain limitations of the numerical approach make it impossible to
avoid modeling. An inherent consequence of modeling is compromised accuracy,
it is therefore important that models used in a simulation reflect all key phenomena
with the level of detail which is required by specific application.

A schematic classification of approaches to particulate flows modeling is shown in
Fig. 1.1. Flows characterized by the high particle volume fraction are often studied
using Euler-Euler approach in which both the fluid and the solid phase is treated as
a continuum and solved in the Eulerian reference frame. Such an approach is suit-
able for modeling of some particle-laden flows, sedimentation, fluidized beds or
pneumatic transport. This method is mentioned here for the sake of completeness
as it is rarely applicable to solid fuel conversion and is not used in this work.
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Figure 1.1: Classification of approaches to particulate flows modeling

Whenever the solid phase volume fraction is relatively low, the so-called Euler-
Lagrange (sometimes also called point particle) approach becomes applicable.
With this approach, the fluid phase is treated as a continuum, but the particles are
treated as point sources and are tracked separately or in groups in the Lagrangian
reference frame. The mass, momentum and energy exchange between particles
and fluid, as well as collisions between particles can be included through appro-
priate models. The fluid-particle interactions are realized as one-way or two-way
couplings, where the one-way coupling means that the exchange is from the fluid
to particles only, without the feedback (back-reaction) from particles to fluid; while
the two-way coupling includes the particle back-reaction. If, in addition, particle
collisions are considered, such a strategy is referred to as four-way coupling and is
usually applied to particulate flows with high mass loading. The Euler-Lagrange
approach with different degree of coupling is often used to model solid fuels con-
version systems. Depending on what fraction of turbulence energy spectrum is
resolved, these studies can be further categorized into Reynolds-averaged Navier-
Stokes (RANS), Large Eddy Simulation (LES) and Direct Numerical Simulation
(DNS). In RANS, flow quantities are decomposed into mean and fluctuating parts.
In order to solve for mean quantities, the fluctuating component, which incorpor-
ates effects of turbulence, must be modeled using a suitable turbulence model. In
LES, large scales of turbulence are resolved but a part of the turbulence energy
spectrum corresponding to small (and sometimes also medium-size) eddies must
be modeled using subgrid scale models.
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A full-scale industrial boiler, depicted in the left panel of Fig. 1.2, is a good ex-
ample of cases typically investigated using RANS or, eventually, LES approach
with the Euler-Lagrange framework. In addition to the turbulence energy spec-
trum, all effects of turbulence, e.g. on particle dispersion, and on homogeneous
and heterogeneous reactions, have to be modeled. The models to be used in those
large-scale simulations of particulate flows can be formulated based on the results
of simulations carried out at much smaller scales. An example of such a simu-
lation is shown in the middle panel of Fig. 1.2. It can be thought of as if a tiny
volume of turbulent flow with reacting particles was cut out from the large-scale
boiler domain and analyzed in detail. This approach is called DNS and its main
characteristics is that all scales of turbulence are resolved on the numerical grid.
Even at this relatively small-scale, the number of particles is quite large so they
need to be treated as point sources with fluid-particles interactions accounted for
by closure expressions, e.g. drag laws.
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Figure 1.2: Different scales at which solid fuel conversion can be modeled (to create this
figure Fig. 16 in [1] and Fig. 5 in [2] were used, as well as Fig. 13 from the submitted
paper attached in Section 5.3)

The point particle approximation is commonly used in DNS studies on solid fuels
conversion as it allows one to investigate turbulent flows that contain a large num-
ber of particles, and such simulations are good representations of practical systems.
However, the main limitation of this approximation is that it is strictly applicable
to relatively small particles, i.e. particles smaller than the smallest length scales
of turbulence (Kolmogorov scale) [17, 18]. Moreover, the accuracy of the results
strongly relies on selected closure expressions that model interactions between
particles and fluid. If accuracy and a high level of detail is the main concern, the
particle surface together with its boundary layer can be resolved directly on a nu-
merical grid. In Fig. 1.1 this approach is called the resolved particle simulation.
In order to resolve the particle, the grid cells close to the particle surface must be
much smaller than the particle itself. This limits the applicability of resolved sim-
ulations to a much lower number of particles than it is possible to study with the
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point particle approach. Currently, the number of resolved particles of the order
of 103 [19] or even up to 10 [20] can be considered in non-reactive simulations.
Recently, several hundred particles with catalytic reaction in a fixed-bed reactor
[21, 22] were simulated with the resolved DNS approach. Resolved simulations
of solid fuel conversion are, however, most often limited to a single particle or a
small particle arrays due to increased complexity of the problem and high compu-
tational effort associated with reactive flows. Nevertheless, it is already possible
to simulate a collection of resolved, colliding particles in a turbulent, reacting flow
[23]. It should be expected that similar approaches will be soon adopted to study
solid fuel conversion. An example of a resolved particle approach applied to a
solid fuel particle is presented in the right panel of Fig. 1.2, which shows a CO
flame (CO reaction rate) forming around a carbon particle. The length scales in
such simulations are typically several orders of magnitude smaller than the length
scales considered in RANS studies, which means that fundamental phenomena can
be studied in great details with particle resolved simulations. This brings many ad-
vantages of such an approach and makes it an attractive research tool. For example,
closure expressions for mass, momentum and energy exchange to be used in point
particle simulations can be formulated, verified and improved based on the results
obtained from resolved simulations [24, 25].

In this work, three different numerical approaches are employed to study solid
fuels conversion, namely the Euler-Lagrange approach combined with RANS and
DNS, and the resolved particle simulation.

1.3 Solid fuel conversion

Before discussing objectives of the current work and the relevant literature, it is
worthwhile to briefly analyse component processes occurring during solid fuel
conversion. These processes are schematically presented in Fig. 1.3. It should be
noted though that this picture is highly simplified, as there are also many other
fundamental processes and phenomena that are involved in the coal or biomass
combustion. The complex nature of solid fuel conversion is a consequence of the
fuel molecular structure. To get a feel of the situation, a schematics of the chemical
structure of the coal organic part is presented in Fig. 1.4. Although in this thesis
only char conversion is considered, which is modeled in a simplified manner, a
general description of solid fuel conversion together with relevant modeling ap-
proaches is given in this section. This brief description should provide the reader
with a broader perspective on the problems that are dealt with in this thesis.

The conversion process begins with heat being transferred to fuel particles. Upon
heating, the particles dry and devolatalize. The volatile matter is then mixed with
oxidizer and burns in a volumetric fashion. Although the process of volatiles
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Solid fuel
particles

Figure 1.3: Schematics of the solid fuel conversion process. The focus of this thesis is on
the char particle combustion, indicated in the violet frame.
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Figure 1.4: Schematics of the coal chemical structure (reused from [3] based on CC-
BY license). From the chemical standpoint, coal consists of organic matrix with mineral
inclusions. The organic part, shown in the figure, is a macromolecular network composed
of condensed aromatic rings and peripheral groups (side chains). The rings are grouped
into aromatic nuclei (clusters) that are connected with each other by labile bridges [4].
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burnout is very fast, it is also extremely complex. An accurate description of devo-
latilization needs to account for the solid fuel molecular structure decomposition,
yield of different volatile matter components (such as light gases and heavy hy-
drocarbons) and char formation. In addition, the devolatilization rate is influenced
by e.g. heating rates, fuel rank (i.e. fraction of carbon in solid fuel) or particle
size and this dependence must also be accounted for. Several phenomenological
network models exist that are capable of predicting all of the above mentioned
aspects of devolatilization. The best known ones, developed for coal, are Func-
tional Group-Depolymerization, Vaporization and Crosslinking model [26], Flash-
Distillation Chain-Statistics model [27] and Chemical Percolation Devolatilization
model [28]. Based on these three models, many different versions were formulated
that improve their predictions in certain areas or extend their applications e.g. to
biomass [29, 30]. Due to high computational cost associated with network models,
they are rarely employed directly in CFD computations. Most often, simple em-
pirical models are used instead, such as global kinetic single- or multi-step models
[31, 32], or a distributed activation energy model [33, 34]. These models must
be calibrated based on pyrolysis experiments, they are often limited to particular
conditions and are able to predict the volatiles yield only for very simplified volat-
iles compositions. Nevertheless, they are efficient and easy to implement, which
justifies their broad use in CFD studies. Recently, an improved approach to model
devolatilization in CFD simulations was explored, which combines advantages of
the network models and empirical models by calibrating the latter using results
provided by the former [35, 36].

One of the products of devolatilization is char. Although combustion of char is of-
ten considered as a process subsequent to devolatilization, some experimental [37]
and numerical [38] studies suggest that these processes can happen simultaneously,
i.e. the char combustion begins before the volatiles burnout is complete. The char
particles are highly porous and undergo conversion through heterogeneous reac-
tions, i.e. through reactions that occur on the char particle surface. Heterogeneous
reactions can be classified into oxidation:

(v +1)
2

in which oxygen is the reactant, and gasification:

C+ 05 — 1COs + (1 — 1)CO, (1.1)

C+ CO2 — 2CO (1.2)
C + HyO — CO + Ho, (1.3)
in which the reactants are carbon dioxide, steam or hydrogen. Most gasification

reactions are endothermic and much slower than exothermic oxidation. Further-
more, both oxidation and gasification reactions can also contribute to SO, and
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NO, formation as the sulphur and nitrogen build into the char structure are re-
leased during char conversion. Various mechanisms were proposed to model sul-
phur and nitrogen oxides during char conversion, e.g. [39, 40, 41]. For the het-
erogeneous reactions to occur, the reactant has to first diffuse to the char particle
surface, which makes it a relatively slow process. If the boundary layer around
the char particle is not resolved, the species diffusion through the boundary layer
needs to be modeled. This is done using single- , two- or continuous-film models,
which differ from each other by complexity and accuracy by assuming no flame,
infinitely-thin flame sheet and finite flame thickness, respectively [42]. Compared
to devolatilization, the time scale of the char combustion can be even a few orders
of magnitude larger [43]. Since a large fraction of the fuel heating value is con-
tained in char particles, a complete conversion is desired due to economical and
efficiency reasons. Because of that, the overall solid fuel conversion rate is usu-
ally limited by char combustion. In numerical studies, surface reactions are often
described in their global form, as one-step, n-th order reactions. This is the form
represented by Eqgs. (1.1) - (1.3). A more detailed description of the surface reac-
tions mechanism is given by Langmuir-Hinshelwood type models, which account
for elementary steps, such as the reactant adsorption at the active surface area (act-
ive sites), heterogeneous conversion and the products desorption. These kind of
mechanisms were formulated both for oxidation, e.g. [44, 45, 46], and gasifica-
tion, e.g. [47, 48], and were proved to be superior to the global n-th order reaction
mechanisms as they are able to account for a change in the reaction order as the
char conversion progresses and the temperature of the process changes. Another
phenomenon that can be described with the Langmuir-Hinshelwood type models
is the char reactivity inhibition caused by the presence of hydrogen and carbon
monoxide [49], and competition between gasification reactants, CO2 and H»O, for
the active sites [3].

Heterogeneous reactions occur not only at the external surface of particles but also
at the intrinsic surface, i.e. the surface of pores. In fact, the intrinsic surface area
is typically much larger than the area of the external particle surface, which means
that char is often consumed mostly through reactions inside the pores. This, how-
ever, depends on temperature at which the conversion occurs, as well as the particle
size. In general, the rate of char conversion can be limited by: the reactant diffu-
sion through the particle boundary layer, the reactant intraparticle (pore) diffusion
and the surface reactions kinetics. Depending on which process controls the over-
all rate, three regimes can be distinguished [43]. At relatively low temperatures,
the reactant transport to the particle surface and inside the particle pores is faster
than its subsequent consumption. As a consequence, the reactant concentration is
constant across the particle and its boundary layer, and the rate of conversion is
controlled by the reaction kinetics. This is usually called zone I combustion or
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the kinetically-controlled regime. Since the reactant is available inside the pores,
the conversion takes place mainly on their surface, which results in a pore struc-
ture evolution, increased particle porosity and a decrease of the particle apparent
density. In zone II (pore diffusion regime), characteristic for higher temperatures,
the conversion rate is controlled by the reactant diffusion inside the particle pores.
This means that the reactant is consumed before it has a chance to fully penetrate
the pores. As a result, the reactant concentration at the particle external surface is
higher than its concentration in the pores and the conversion takes place at the ex-
ternal particle surface as well as on a fraction of the intrinsic surface. This causes
both the particle size and the apparent density to decrease during conversion. Fi-
nally, if the reaction occurs at high temperatures in zone III, i.e. in the film diffu-
sion regime characterized by very fast kinetics, the conversion rate is controlled by
the reactant diffusion through the particle boundary layer. In this regime, there is
almost no reactant inside the pores and the reaction occurs on the external particle
surface. For that reason, the particle size decreases, while the apparent density re-
mains unchanged. The above-mentioned regimes are illustrated in Fig. 1.5, which
shows the char reaction rate as a function of temperature.
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Figure 1.5: Combustion zones/regimes (figure reproduced basen on Fig. 1 in [1])

Pores can be categorized into micro-, meso- and macropores, depending on their
size. Even in resolved particle simulations the pores are typically not resolved or
the porous structure is represented in a simplified way by assuming symmetrical
structure and resolving only the macropores. This is because the porous struc-
ture is very complex, its exact shape is usually unknown and it is computationally
too expensive to resolve micro- and mesopores (although an attempt was made
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to take an X-ray image of a coke particle and resolve it in details using over 0.2
billion cells [50]). There exist several approaches to model intrinsic reactivity.
The simplest and least accurate one is to lump all intraparticle phenomena and
intrinsic reactivity into empirical kinetic parameters. More complex approaches
account for all key phenomena occurring in the particle boundary layer and inside
pores. For example, in order to compute the intrinsic reaction rate, the fact that the
particle intrinsic surface changes during conversion should be taken into account.
Among models that describe this process the Grain Model [51] and the Random
Pore Model [52, 53] are probably most popular, although there exist quite a few
similar models that describe the intrinsic surface evolution, as reported by Hasse et
al. [3]. The output of these models can be used to compute the intrinsic conversion
rate, which is the highest rate achieved in conditions corresponding to zone I. This
rate can be related to the observed (i.e. real) conversion rate through a parameter
called the effectiveness factor. The estimation of the effectiveness factor requires
further modeling. The most common approach makes use of so called Thiele mod-
ulus [54], which relates the rate of effective pore diffusion with the intrinsic rate.
The models that describe the intrinsic reactivity have to be supplemented with
additional input parameters determined experimentally, such as the initial char in-
trinsic surface or pore structural parameters (curvature, variation in cross section
area, etc.). Another aspect of the char particle conversion that is considered in
advanced models is the particle size and density evolution, often referred to as the
mode of burning. As mentioned in the previous paragraph, those changes of the
diameter and/or apparent density are regime-dependent, which can be accounted
for by relevant models, e.g. [55]. At later stages of conversion the intrinsic reactiv-
ity of char is often observed to rapidly decrease [56, 57] under heat treatment. This
is caused by several processes leading to rearrangement of the char matrix struc-
ture, collectively called thermal annealing or thermal deactivation. Due to this
loss of reactivity, the total char burnout takes longer, which is important from the
perspective of industrial systems in which a nearly complete conversion is desired
[58]. The effect of thermal annealing on char reactivity is typically represented
by empirical models in the form of distributed activation energy [59] and semi-
global [60, 61] Arrhenius expressions. Finally, at the last stage of conversion the
char particle contains significant fraction of mineral matter, which impedes the re-
actant transport to the reacting part of the particle surface. This phenomenon is
called ash inhibition. The effect of the ash inhibition is modeled by considering
ash grains built into the char structure and as ash film formed around the carbon
core [62, 63]. An accurate description of the char conversion should account for
all of the processes and phenomena mentioned in this paragraph. For this purpose,
several compound models were developed that assemble selected sub-models into
a complete formulation of the char conversion process. The most well-known of
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such models is the Carbon Burnout Kinetics model [62] and its multiple derivat-
ives, e.g. [64, 65] .

In practical solid fuel combustion systems, all processes presented schematically
in Fig 1.3 happen inside a turbulent fluid and they are affected by the turbulence.
The effect of turbulence on the gas phase combustion is well studied. Over the
past half century, a large number of numerical models were developed to account
for this effect in CFD simulations [66]. Among the best-known ones are the eddy
dissipation model [67], the eddy dissipation concept [68], the flamelet model [69],
the probability density function model [70] and the conditional moment closure
model [71]. Although the above-mentioned models were originally formulated to
account for turbulence-chemistry interactions for gas phase combustion, the ap-
plication of some of them was extended to RANS and LES of pulverized coal
combustion, see e.g. [72, 73, 74, 75]. Those extended models include the effect of
turbulence on particles conversion indirectly by e.g. affecting particle trajectories
or the gas composition around the particle. However, turbulence can also directly
affect the heterogeneous reaction by enhancing or attenuating the reactant mass
transfer to the particle surface. This is not accounted for in models for the gas
phase chemistry adjusted to solid fuel combustion. A closer look at the effect of
turbulence on the heterogeneous reaction rate will be taken in the next section.

1.4 The effect of turbulence on the solid fuel conversion rate

Since a large part of this thesis is devoted to study the effect of turbulence on
the heterogeneous reaction rate, this section attempts to explain the relationship
between turbulence and the conversion rate. This description is based on works of
Kriiger et al. [76], Haugen et al. [77] and Paper I [2] which is a part of this thesis.
The purpose of this section is to give a conceptual and physical background rather
than a detailed mathematical formulation, which is given in the aforementioned
publications.

First of all, it is important to understand that the only way turbulence can affect
the surface reaction rate is through the heat and mass transfer of the reactant to-
wards the particle surface. It is therefore strictly correct to state that the effect of
turbulence is on the transfer rate. This in turn can, but does not necessarily have
to, have an impact on the conversion rate. This impact depends on the conversion
regime the surface reaction occurs in. In the kinetically-controlled regime, prac-
tically no effect of turbulence on the conversion rate can be observed, even though
the mass transfer rate can be influenced. This is because turbulence cannot affect
the reaction kinetics. The effect on the surface reaction rate begins to be noticeable
in the pore diffusion regime, but it is only in zone III that the effect of turbulence
on the mass transfer rate and the effect of turbulence on the surface reaction rate
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can be used interchangeably. It should be noted that in the presence of multiple
surface reactions the situation becomes more complicated as it is common that
two different reactions are in different regimes for the same temperature [43]. This
is typically the case for oxidation and gasification reactions. At temperatures for
which oxidation is already well in the film diffusion regime, gasification can be
still controlled by the reaction kinetics or pore diffusion. Under such conditions,
turbulence will affect only these reactions that are limited by diffusion, so the net
effect of turbulence on the conversion rate will depend on relative contributions
from all surface reactions and their regimes.

Having clarified how the effect of turbulence on the reactant transport translates
into the effect on the conversion rate, it remains to be explained what is meant by
the effect. There exist in fact two effects that are opposite to each other. Let’s con-
sider a system of monodisperse particles, all with a characteristic response time 7,
in a turbulent flow in which eddies can be identified by their turnover times 7qqy.
Upon interaction between the particles and the eddies, three different scenarios are
possible that depend on relative magnitudes of 73, and 7.44,. These three scenarios
(referred to as ‘regimes’) are situated in the corresponding ranges of the turbulence
energy spectrum in Fig. 1.6. The figure shows the case in which 7, is of the same
order as a turnover time of the inertial range (central region in Fig. 1.6) eddy, as in
this situation the effect of turbulence is expected to be strongest.

If 7, > Teqay, the particles will not be much affected by the eddies and this will
yield a relative velocity between the particles and fluid. A consequence of the re-
lative velocity is the mass transfer enhancement, which is the first effect of turbu-
lence. The second effect is the mass transfer rate reduction, which can occur when
Tp R Teddy- In these conditions, particles will be thrown out of turbulent eddies
and will end up gathered in clusters in low vorticity regions, between the eddies.
Since the reactant is quickly consumed inside such clusters due to large particle
concentration, the conversion will proceed at a reduced rate owing to the reactant
depletion and its impeded transport within the cluster. Therefore, the second effect
of turbulence is a decreased mass transfer rate due to turbulence-induced particle
clustering. In the last possible scenario, 7, < Teqay, particles adjust very fast to
turbulent motions and passively follow the eddies. Under such conditions, turbu-
lence will neither enhance nor reduce the reactant transfer to the particle surface,
which means that no effect of turbulence will be observed.

A further clarification is required to as 1) why, according to Fig. 1.6, the effect of
turbulence associated with particle clustering is most likely to be caused by inertial
range eddies; 2) how the picture presented in Fig. 1.6 will change in the polydis-
perse particle system. The first point can be explained as follows. For the react-
ant transfer rate to be reduced as a result of particle clustering, it is required that
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Figure 1.6: Interactions between a particle with a characteristic time scale 7, and turbulent
eddies belonging to different ranges of turbulence energy spectrum (the turbulence energy
spectrum reproduced based on Fig. 1 in [2])

clusters are sufficiently dense and that they exist for sufficiently long time. In other
words, a high particle number density inside clusters of relatively long lifetimes
constitutes the most conducive conditions. It has been confirmed both numerically
[78, 79] and experimentally [80, 81] that the strongest clusters are formed by the
eddies belonging to the dissipation range (rightmost region in Fig. 1.6). However,
the clusters formed by the dissipation range eddies are typically too short-lived
to affect the reactant transfer in a significant way. This is why the effect of tur-
bulence associated with particle clustering is most pronounced when the clusters
are formed by the inertial range eddies. These clusters are characterized by long
enough lifetimes, and sufficiently high particle number densities can occur in this
region. Regarding the second point, the picture presented in Fig. 1.6 becomes more
complex when a polydisperse particle system is considered. Particles of different
sizes are characterized by various response times, which means that a certain range
of turbulent scales (or even the entire turbulence energy spectrum if the particle
size distribution is broad enough) can contribute to clustering. This topic will be
explored in more details in this thesis, as interactions between eddies and polydis-
perse particles, and the resulting effect on the reactant decay rate, are the subject
of Paper L.
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1.5 Numerical studies of solid fuels conversion - literature re-
view

Very different aspects of solid fuels conversion have been studied numerically in
the literature. Some research is devoted to industrial applications and development
of improved solid fuel-based technologies, while the other is very fundamental
and focuses on the underlying fuel conversion phenomena. In fact, a great deal
has been written on each of the fundamental processes mentioned in Section 1.3
and an extensive review about modeling approaches has recently been published
[3]. Furthermore, the literature on the pulverized coal combustion is so abundant
that even review publications typically focus on narrower scope, €.g. on pulverized
coal combustion in oxy-fuel atmosphere [82] or on modeling of pulverized coal-
fired boilers [83]. Given how extensive the field of numerical modeling of solid
fuels combustion is, only the most relevant and recent studies will be covered in
this section. Since the main numerical approach employed in this work is the point
particle DNS and the resolved particle simulation, this section will be limited to
review of recent numerical studies on solid fuel conversion in which the flow scales
are fully resolved.

1.5.1 Point particle DNS

The main advantage of the DNS approach is that the entire (or, strictly speaking,
nearly entire as the grid size is typically of the order of Kolmogorov scales) turbu-
lence energy spectrum is resolved, both spatially and temporally. In the context of
reacting flows, this means that all turbulence-chemistry interactions are accounted
for directly, without the need of modeling. On the other hand, the major drawback
of the DNS is extremely high computational expense. Because of that, the use of
the DNS is typically restricted to simple, small-scale domains and relatively low
Reynolds number flows. These simple configurations can, nevertheless, provide
a great understanding of mechanisms behind certain phenomena, especially when
supported with experiments and/or theoretical analysis [84]. Whereas in the past
a majority of 2- and 3-dimensional studies on the solid fuel conversion was per-
formed using RANS approach, with the computational power available nowadays
it has become feasible to employ LES or even DNS to study situations of prac-
tical importance. Currently, LES is often employed in simulations of laboratory-
scale pulverized coal burners and furnaces [85, 86, 87, 88, 89], coal and biomass
gasifiers [90, 91] or even full-size furnaces [92], while DNS is still restricted to
somewhat simpler configurations.

The point particle DNS of pulverized solid fuel combustion is a relatively novel re-
search area, explored mainly in the past decade. The computational effort required
to perform e.g. three-dimensional DNS simulation of pulverized coal jet flame is
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well illustrated by data provided by Luo et al. [93], who carried out first studies
of this type. To examine a coal jet at relatively high Reynolds number (28 284), it
took the authors three months on over 1000 cores, i.e. over 2 milion CPU hours,
to simulate 11 ms of the flow. The occurrence of individual and group combustion
regions in the flame was identified and interactions between burning particles and
vortices were analyzed. In their later work, the same research group focused on
flame structure and its temporal evolution [94], and on the lifted flame stabilization
mechanism [95]. Combustion characteristics in the pulverized coal jet flame were
also studied by Hara et al. [96], who used a slightly more advanced description
of volatile composition and showed that the jet can be divided into layers of pre-
mixed and diffusion flames. This research was later extended by Muto et al. [97]
to account for the particle shrinkage and swelling.

A number of DNS studies considered a simplified system of a cubic turbulent
domain with reacting solid particles distributed randomly or formed into a shear
(mixing) layer. These studies are computationally less demanding than the afore-
mentioned simulations of more complex configurations like particle jets, yet they
can still provide a valuable insight into solid fuel conversion. Brosh & Chakraborty
[98] and Brosh et al. [99] used this set-up to analyse the impact of particle equi-
valence ratio, velocity fluctuation and particle size on the ignition and subsequent
early stage combustion. Muto et al. [100] employed the point particle DNS with
the aim to study ignition of pulverized coal in a mixing layer. They were the first
to use a detailed chemical mechanism as in all publications mentioned so far in
this section, a global, two-step mechanism was used to describe devolatilization,
together with a simplified volatile matter composition. Their simulations were,
however, two-dimensional thus not being able to account for all features of turbu-
lence, such as e.g. vortex stretching. This was pointed out by Rieth et al. [101]
who performed first three-dimensional DNS of pulverized coal combustion in a
mixing layer using a detailed chemical mechanism. They found that in the two-
dimensional case the volatile matter conversion rate was largely underpredicted
due to the small scale mixing not being correctly accounted for in 2D turbulence.
The results allowed to analyse in detail the mechanism behind particle ignition and
the complex flame structure, in which both premixed and non-premixed modes
were distinguished, as well as regions of flame extinction. Most recently, Wen et
al. [102] and Shamooni et al. [103] performed DNS of pulverized coal flames
in mixing layer combined with detailed gas phase kinetics accounting for typical
mechanisms for NO,, formation (prompt, thermal and fuel). Their studies provided
a thorough understanding of different pathways through which NO,, is produced.
Similar configuration was considered by Wan et al. [104] who employed a de-
tailed mechanism for sodium species to investigate alkali metal emissions during
pulverized coal combustion.
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Besides the important role of point particle DNS in providing an in-depth under-
standing of turbulent solid fuel flames, the results of such simulations are also
extremely valuable when it comes to development of numerical models. A good
example of such application are recent studies on the effects of turbulence on the
mass transfer rate [76, 77] (these effects were described in Section 1.4). Kriiger
et al. [76] employed the point particle DNS to examine the effect of turbulence-
induced particle clustering on the reactant consumption rate and proposed a simple
model to account for this effect. The model was, however, not closed in a sense
that an input parameter was required. The second effect of turbulence, i.e. the
mass transfer enhancement due to relative velocity between the particle and fluid,
was later described by Haugen et al. [77] with another model derived from phys-
ical considerations combined with point particle DNS results. In the same work,
the DNS results were also used to formulate a complete, parameter-free model
accounting for the combined effect of turbulence. The model in the form pro-
posed by Haugen et al. [77] can be used to incorporate the effect of turbulence on
the mass transfer rate into large-scale RANS simulations. The sensitivity of the
model predictions to various conditions and parameters and the model application
to large scale simulations are considered in this thesis. These aspects are dealt
with in Paper II. In their studies, Kriiger et al. [76] and Haugen et al. [77] con-
sidered a simplified case, in which the reactant was represented by a passive scalar,
consumed immediately and isothermally upon reaching the particle surface. The
same research group has further extended their work to non-isothermal flow and
finite-rate carbon oxidation [105]. This configuration allowed to study not only the
isolated effect of turbulence on the mass transfer rate, but also the resulting effect
on the conversion rate, which is of practical importance. Kriiger et al. [105] also
suggested that the effect of particle clustering should be studied in polydisperse
particle systems as particles of different sizes exhibit different clustering behavior.
This motivated research presented in Paper L.

1.5.2 Resolved particle simulations

The resolved particle DNS of non-reactive flows is a quite mature research area.
This approach was employed in the past to develop closure models for momentum,
heat and kinetic energy exchange, as summarized by Tenneti and Subramaniam
[25]. Another typical utilization of resolved particle approach was to test validity
of point particle approximation for larger particles and to verify the applicability
of empirical expressions commonly used in point particle simulations [17, 106].
Given how much research was carried out, in which non-reactive flows were con-
sidered, it may be somewhat surprising that little attention has been paid to reactive
flows. Similarly to point particle DNS, most resolved particle studies on solid fuel
conversion were conducted over the past decade. The exception was a pioneering
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work of Lee et al. [107] who performed transient simulations of the resolved solid
fuel particle combustion using the spectral element method a quarter century ago.

It should be noted that many publications exist in which conversion of a spherical
particle in a quiescent flow is considered, e.g. [108, 109, 110, 111]. These works
take advantage of a spherical symmetry and resolve the particle only in radial
direction. Due to much lower computational requirements, several 1D models
with detailed description of kinetics and particle morphology have been developed
before the emergence of 2D or 3D models with the same level of complexity. In
fact, the one-dimensional approach can provide a great insight into fundamental
char conversion phenomena and new models are still developed, see e.g. [112,
113]. However, the focus of this section is on two- and three-dimensional studies
in which either convection or non-spherical particles are considered. Therefore,
one-dimensional models are intentionally omitted here.

Quasi-steady state approach

Due to very different time scales of devolatilization and char combustion, most
studies focus on one of these processes. Moreover, since the time scale for char
conversion is relatively long, this process is often considered in a pseudo-steady
state, where it is assumed that the changes of the particle diameter and/or dens-
ity are very slow, compared to time scales for convection and diffusion in the gas
phase, and can be neglected. Such a steady state assumption was employed by
Higuera [114] to study the effect of particle size, Reynolds number and gas com-
positions on the combustion characteristics. A global reaction mechanism was
used together with the assumption that all intraparticle phenomena are lumped
into kinetic parameters. The particle temperature evolution over time was also
tracked and a very little change over conversion time was observed. A very similar
numerical approach was employed by Kestel et al. [115] who investigated the in-
fluence of Reynolds number and ambient temperature on the flame sheet formation
around 2-mm carbon particle in air. In later work of Kestel et al. [116], a slightly
more detailed semi-global mechanism was employed to examine the influence of
steam concentration on the oxidation rate. It was found that at sufficiently high
steam concentrations and temperatures the region, where the reaction rate is the
highest splits from the region of the highest temperature. The effect of steam con-
centration on the char particle combustion behavior was also examined by Zhang
et al. [117]. They adopted almost identical numerical approach to Kestel et al.
[115] but explored oxy-fuel atmosphere with different oxygen fractions. A no-
ticeable impact of the steam content on the peak temperature was observed. The
results also showed that as the steam concentration is increased, a contribution
from oxidation to the overall char consumption rate decreases. Nikrityuk et al.
[118] used the same numerical approach as Kestel et al. [115] to demonstrate
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that the flame temperature and thickness, as well as the carbon consumption rate
are greatly dependent on the choice of heterogeneous kinetics, especially in the
kinetically-controlled regime. Their numerical approach was subsequently exten-
ded by the same research group to account for radiation in the gas phase and one
additional surface reaction. This model was used by Richter et al. [119], who
studied conversion of the 200-pum particle in oxy-combustion atmospheres at dif-
ferent Reynolds numbers and ambient gas temperatures. They demonstrated that
the inclusion of the gas phase radiation model can result in significant reduction
of the particle surface temperature. A shift of the oxidation regime from zone III
to zone I was observed as the Reynolds number was increased which resulted in
a large enhancement of the oxidation rate. Similar conclusions were drawn by
Safronov et al. [120] who performed resolved simulations of 200-yum and 2-mm
particles combustion in dry air. It was found that smaller particles burn at higher
temperatures and that the transition from zone I to III occurs at lower ambient gas
temperatures in the case of larger particles. Safronov et al. [120] also made an
attempt to consider some aspects of intraparticle diffusion, although the particle
porosity was not accounted for in their model. The first study in which the particle
with its internal porous structure was fully resolved was conducted by Richter et
al. [121], who considered few porous particle geometries varying in porosity and
the specific surface area. They explored the effect of the Stefan flow and homogen-
eous reactions on the species and heat transfer inside the pores and in the particle
boundary layer. It was observed that in the case of small particles the additional
internal surface results in the higher conversion rate, while in the same conditions
the effect of porosity on conversion of larger particles might be negligible due to
much weaker permeability. Later, Richter et al. [122] performed an interesting
study on the combustion of a three-dimensional porous carbon particle in O2/CO»
atmosphere. A 3D geometry of the 200-um particle was constructed in a clever
way by arranging 185 small particles into a spherical shape. A range of the ambient
gas temperature was considered and a non-porous particle was also considered for
the purpose of comparison. It was found that the particle agglomerate is never sig-
nificantly penetrated by gas and that the flame does not move deep into pores even
at low ambient temperatures. Xue et al. [123] also employed the pseudo-steady
state approach to study conversion characteristics of resolved porous particles with
porosity up to 0.4. In their later study [124] a higher porosity (up to 0.9) and dif-
ferent porous structures were considered. Despite a significantly faster diffusion
inside the highly porous particles it was observed that the overall carbon consump-
tion rate is much more dependent on the particle size and ambient conditions than
on porosity. Another application of resolved pseudo-steady state simulations is
to complement large-scale studies and provide a more in-depth understanding of
processes analyzed at larger scales. This approach was employed by Richter et al.
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[125] who first performed RANS simulations of a laboratory-scale entrained flow
gasifier. Then, a few particles located at representative regions in the reactor were
selected for fully-resolved analysis in conditions provided by large-scale simula-
tions. Both particles undergoing pyrolysis and char conversion were considered
using a numerical model previously formulated by the same research group [119].
The results revealed that in highly reactive regions the Stefan flow might broaden
the boundary layer around particles. This, in turn, can significantly modify heat
and species transport properties across the boundary layer. Finally, the steady state
approach was used by Schulze et al. [126] to investigate combustion and gasifica-
tion of different multiple particle configurations representing a fixed bed gasifier.
A two- and three-dimensional randomly packed beds and a three-dimensional row
of particles were simulated. It was shown that 2D configuration captures well
all relevant phenomena, as opposed to the particle row. Under conditions corres-
ponding to the real fixed bed gasifier, all considered gasification reactions were
observed to be diffusion controlled. The three dimensional resolved simulations
of the packed bed have later provided validation of the heat and mass transport
model formulated by the same research group [127]. The model has subsequently
been used to improve accuracy of kinetic data provided by TGA experiments by
accounting for resistance to transport caused by parts of experimental apparatus.

Unsteady studies of devolatilization

By using the pseudo-steady state approximation together with the resolved particle
approach, many aspects of char combustion and gasification can be examined in an
efficient way. However, the pseudo-steady state assumption fails for non-laminar
flows in which transient structures are formed. Furthermore, the approximation be-
comes invalid for unsteady phenomena and processes that occur at relatively short
time scales. An example of such transient, rapidly progressing process is devolatil-
ization. Ignition and devolatilization of a single resolved particle was numerically
investigated by Vascellari et al. [128] with the purpose of supplying scalar dissip-
ation rate profiles to be used in the laminar flamelet model. In order to provide
transient boundary conditions for resolved simulations, the particle heating rate
and trajectory was first computed using Euler-Lagrange approach combined with
a detailed devolatilization model. A capability of the flamelet approach supported
by resolved simulations to predict the particle ignition was demonstrated. In later
work of Vascellari et al. [129], ignition of a resolved particle was simulated in
order to validate a new flamelet/progress variable model proposed by the authors.
Tufano et al. [130] also investigated devolatilization and ignition of a single coal
particle and analyzed the impact of selected species concentrations on the ignition
delay. A detailed volatile composition, consisting of light gases and larger hydro-
carbons, was obtained from a complex network model. The network model was
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also used to adjust kinetic parameters for the single rate law describing the devo-
latilization rate, and a detailed skeletal mechanism was employed for the gas phase
chemistry. A predicted ignition delay was in a good agreement with experimental
data. Moreover, it was observed that the ignition takes longer in CO2/O2 atmo-
spheres compared to atmospheres composed of N2/Os. In their later works Tufano
etal. [131] examined formation of wake flame at higher Reynolds numbers and in-
teractions of volatile flame in particle ensembles. Initial and boundary conditions
for the resolved simulations were extracted from LES of a semi-industrial furnace.
It was shown that depending on the distance between particles two combustion
regimes can be distinguished: group combustion for closely spaced particles and
individual combustion at larger inter-particle distances. In vast majority of re-
solved particle studies, a laminar flow is considered as the flow in a close vicinity
to particle is roughly laminar. Nevertheless, some particles in industrial facilities
may experience higher turbulence intensity. This motivated further work of Tu-
fano et al. [132], in which the authors investigate the influence of turbulence and
higher particle Reynolds number on devolatilization characteristics. They found
that higher particle Reynolds numbers result in delayed volatiles ignition and in
the flame being shifted to the particle wake. It was also observed that turbulent
motions might lead to local flame detachments and extinctions, and that the devo-
latilization rate can be both reduced and increased due to turbulence. While all of
the works mentioned in this paragraph focus on coal particles devolatilization, the
resolved particle approach have also been used to investigate pyrolysis of biomass
particles [133].

Transient studies of char conversion

Devolatilization is a good example of a fast and transient process that does not fit
into the applicability range of a pseudo-steady state assumption. Similarly, cer-
tain aspects of char combustion require unsteady approach. In general, the char
particle morphology changes during conversion and all component processes are
time dependent. Thus, an unsteady approach must be employed in order to account
for the evolution of pores and specific surface area, changes to apparent density
and the char particle size, or development of the ash layer. These processes were
considered in several publications on the resolved particle conversion. Luo et al.
[134] proposed a novel immersed boundary method that allows to track the re-
acting particle radius on a structured, Cartesian grid. Conversion of a 5S-mm char
particle in air was studied at different particle Reynolds numbers and surface tem-
peratures. The particle morphology was not considered and a semi-global mech-
anism was used for surface and gas phase reactions. Although the approach was
relatively simple, the experimental results were well reproduced by their model.
It was observed that at high surface temperatures the flame can detach from the
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particle surface and conversion becomes dominated by gasification. The model de-
veloped by Luo et al. [134] was later employed by Zhang et al. [135] to investigate
how chemical reactions affect the burning char particle drag force. The presence
of both gas phase and surface reactions was observed to yield an increased drag
force. Based on the results of resolved simulations, a correlation for the drag force
was proposed that includes the effect of reactions through two dimensionless para-
meters. Beckmann et al. [136] studied combustion of a 5.2-mm char particle in air.
The particle was represented as an isotropic, continuously porous medium. The in-
trinsic kinetics and all input parameters required to model the evolution of particle
morphology were determined experimentally. Local changes in the specific sur-
face area were modeled using Random Pore Model. A good agreement with the
experimentally measured char burnout and evolution of the particle surface tem-
perature was obtained. It was demonstrated that the model was able to predict the
ash layer formation, which resulted in a slower char consumption rate in the final
stage of conversion. One transient aspect of the char particle conversion not ac-
counted for by Beckmann et al. [136] was the change of the particle size. Both the
regression of the particle surface and the evolution of porosity were taken into ac-
count in the model developed by Dierich et al. [137] who performed simulations of
the resolved particle gasification. Their model additionally included the influence
of the Stefan flow inside the particle pores, but the influence of ash and homogen-
eous reactions were not considered. It was found that at low Reynolds numbers
Stefan flow might have a significant effect on the particle boundary layer and that
in diffusion-controlled regime the intra-particle Stefan flow impedes the reactant
transport into pores. A positive gradient of the porosity in the radial direction was
observed, the highest gradient was registered for conversion in zone III. Similar
agglomerate porous structure to Richter et al. [122] was considered by Wittig et
al. [138] to study how the carbon gasification rate is influenced by various pore
size distributions in kinetically-controlled regime. Based on the results, a modific-
ation to the Random Pore Model was proposed. A potential for char particles to
undergo fragmentation was also explored. Fong et al. [139] indicated that an ef-
fective porous continuum might not be a good representation of real char particles
due to the presence of large macropores and voids, the effect of which is not well
predicted. They further argued that even pore resolved simulations neglect the in-
fluence of meso- and micropores and that the typically considered pore structures
are excessively idealized. The authors constructed realistic char particle model us-
ing X-ray micro-computed tomography and investigated gasification in conditions
characteristic to entrained flow gasifiers. Large intra-particle structures were re-
solved directly, while smaller pores were included through the porous continuum
equations. For comparison, an idealized spherical, continuously-porous particle
was also simulated. It was shown that in the pore-diffusoin regime the species
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transfer inside pores is enhanced when large voids and macropores are resolved.
The work of Fong et al. [139] was extended by Liang & Singer [140] to oxid-
ation conditions and smaller particles. Effectiveness factors computed based on
the resolved simulations for 50 different particles were compared with predictions
of different models typically employed in large-scale CFD simulations. It was
found that no model is able to correctly predict the effectiveness factor for all char
particle types, in particular for particles with complex pore structures. The evolu-
tion of char particle morphology was also studied by Nguyen et al. [141] who used
similar numerical approach to Beckmann et al. [136]. Various gas temperatures
and compositions were analyzed in order to cover a broad range of effectiveness
factors. It was found that the evolution of the particle diameter and apparent dens-
ity, typically described by the mode of burning model, depends simultaneously on
the conversion level and the effectiveness factor. Based on the results, new ex-
pressions for the input parameters in the mode of burning model were formulated.
Furthermore, a modification to the standard Random Pore Model was proposed
that extends its applicability to all combustion regimes. Nguyen et al. [142] also
conducted transient, resolved study in which the particle shape evolution is tracked
using an adaptive mesh algorithm. The conversion of particles of different initial
shape in conditions corresponding to a reactive zone inside an industrial entrained-
flow gasifier was investigated. The model accounted for intrinsic reactivity through
the effectiveness factor and Thiele modulus, but no changes to the specific surface
area, apparent density and porosity were considered due to the assumption of film
diffusion-controlled conversion. The results showed that the development of the
particle shape is strongly dependent on the particle Reynolds number. For typ-
ical conditions in entrained-flow gasifiers no significant changes to the shape of
spherical particles were observed, however, the shape evolution of non-spherical
particles can substantially affect their drag coefficients and trajectories.

The unsteady features of a single char particle combustion were explored by Farazi
et al. [143]. In their work, the focus was on early stages of char conversion
so the changes in the particle morphology and size were not taken into account.
A detailed mechanism was used for homogeneous and heterogeneous chemistry.
The influence of variations in oxygen concentrations, particle Reynolds numbers
and Damkdohler numbers (convective and diffusive) in No/O9 and CO5/O9 atmo-
spheres was investigated. Lower conversion rates and temperatures in oxy-fuel
atmospheres were observed, and the reason behind that was explored in detail.
Furthermore, the authors noticed that it was not enough to study the particle Reyn-
olds number alone as changes in the particle diameter yield different combustion
characteristics than changes in the relative velocity. This was associated with relat-
ive changes of the convection, diffusion and chemical time scales. The numerical
framework of Farazi et al. [143] was later used by Sayadi et al. [144] to exam-
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ine combustion of char particle ensembles in oxy-fuel atmosphere. Various vertical
and horizontal inter-particle spacing, different array arrangements, oxygen concen-
trations and particle Reynolds numbers were analyzed. In all cases, the conversion
rate of the particle array was observed to be lower compared to the conversion rate
of individual particles.

All publications on the resolved particle conversion mentioned so far in this section
consider either devolatilization or char combustion. It seems that up to now only in
the work of Tufano et al. [38] an attempt was made to take into account all stages
of conversion, from heating, through ignition and volatiles combustion, to char
particle conversion. The authors employed a detailed description of volatiles yield
and composition, and a very complex mechanism for gas phase reactions. For char
conversion both gasification and oxidation, as well as thermal annealing reactions
were considered. The particle was represented as a porous medium and the model
accounted for the evolution of porosity and tortuosity, and intra-particle mass trans-
port by means of convection and diffusion. The experimentally predicted ignition
delay was well reproduced by their model. Furthermore, it was found that ignition
can occur in one or two steps depending on the oxygen concentration. Contrary to
a common assumption, it was demonstrated that char conversion can begin during
devolatilization, and that can affect certain devolatilization characteristics.

1.5.3 Literature review - summary

As clearly seen from the literature reviewed in this section, most point particle
DNS and transient resolved particle simulations on solid fuel conversion were per-
formed in recent years. The point particle DNS is typically employed to study
physics of pulverized coal flames in different conditions or to investigate turbu-
lent solid fuel combustion at a fundamental level. The resolved particle studies,
on the other hand, investigate complex conversion processes occurring at a single
particle level in laminar flow. The current state of the art are point particle DNS
that include detailed kinetics and transient resolved particle DNS that account for
complex intra-particle processes.

1.6 Thesis objectives

Two aspects of the solid fuel conversion are investigated in this thesis:

* the effect of turbulence on the conversion rate,

* the combustion behaviour of a resolved carbon particle.

The main objectives of these studies are:
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* employing point particle DNS to study the effect of turbulence on the mass
transfer rate in polydisperse particle systems,

* investigating the effect of turbulence on the conversion rate in practical,
large-scale systems through RANS simulations,

* estimating a sensitivity of this effect to relevant parameters,

* developing an efficient resolved particle DNS model for a single particle
combustion,

* gaining a thorough comprehension of the behaviour of the reacting char
particle.

The first objective is achieved in Paper I, the second and third objectives are ac-
complished in Paper II, and the last two objectives are achieved in Paper I11.
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Chapter 2

Methodology

This chapter discusses selected aspects of the governing equations and numerical
methods. In this thesis, solid fuel conversion is considered at different scales. The
smallest one, considered in Paper III, is a two-dimensional resolved carbon particle
that undergoes conversion in a laminar flow. The medium one, considered in Pa-
per I, is a DNS of isotropic and homogeneous turbulence with reacting Lagrangian
particles in a periodic domain. The largest ones, considered in Paper II, are prac-
tical turbulent systems (simplified jet burner and industrial-scale boiler) modeled
using the Euler-Lagrange approach and RANS equations in their incompressible
form. Clearly, three very different numerical approaches are employed in this
thesis to study various aspects of solid fuel conversion. Each of these approaches
is characterized by a distinct set of equations. Since detailed presentations of the
mathematical formulations are given in the papers that form this thesis, only an
outline of the relevant methodology is presented here.

2.1 The Pencil Code and its expansion

Resolved particle simulations and point particle DNS were performed using the
same solver, called the Pencil Code [145]. Therefore, numerical methods, as well
as most of the equations are common for these two cases. The Pencil Code is an
open-source solver for compressible flows. The code is multi-purpose and can be
adapted to model a broad range of physical phenomena. A clever structure of the
code makes it very efficient when employed for massively parallel simulations.
This feature is an important benefit when performing point particle DNS on up
to 512 cores for high Reynolds number cases. The Pencil Code uses a 6 order
finite difference approximation for spatial derivatives and a 3" order Runge-Kutta
scheme for time advancement. While high order methods are necessary for DNS
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studies of turbulent flow, there is no such need in the case of the resolved particle
in a laminar flow. Nevertheless, the same numerical methods are used for both
situations modeled with the Pencil Code. For the point particle DNS described in
Paper I, two additional terms were included in the momentum equation that were
not present in the resolved particle study presented in Paper III. The first of them
was the forcing term, which is the source of large scale kinetic energy in the do-
main, that prevents the turbulence from decaying. The second term accounted for
the particle back reaction to the fluid, and was necessary due to the point particle
approximation. This term was non-zero only in those cases in which the two-
way coupling was considered. Another main difference between the point particle
DNS and the resolved particle numerical models concerns species and chemistry.
Five species transport equations (Oz, CO3, CO, N9, H20) together with the en-
ergy equation and a chemical mechanism were included in the resolved particle
numerical model, while only a single reactant transport equation was incorporated
in the point particle DNS model. There, the reactant was consumed at the cata-
Iytic particle surface without any heat being released or absorbed. Several less
important differences also exist between the two numerical models established in
the Pencil Code. For a detailed description of the numerical approaches, the reader
is referred to Paper I (point particle DNS) and Paper III (resolved particle model).

For the resolved particle simulations, it is crucial that all chemical and flow scales
in the particle boundary layer are well resolved, which necessitates a very high
resolution in the vicinity of the particle. At the same time, the domain should be
large enough to avoid confinement effects. In a large part of the domain, outside
the flame zone and the particle boundary layer, lower resolution is desired in order
not to compromise efficiency of the code. In the Pencil Code, a local grid refine-
ment in the boundary layer was achieved using the overset grid approach, i.e. the
particle was surrounded by a body-fitted, cylindrical grid (aka ’the ogrid’) with
a non-uniform grid spacing in the radial direction, while the part of the domain
further away from the particle was resolved on a much coarser Cartesian grid.
Interpolation between the ogrid and the Cartesian grid was accomplished using
4*" order Lagrange polynomials. Explicit method of interpolation was employed,
which means that there is no overlap between the interpolation zone on the ogrid
and the interpolation stencil on the Cartesian grid. A schematic representation of
the domain for the resolved particle case and the interpolation strategy is shown
in Fig. 2.1. This framework is used for all investigations described in Paper III.
Detailed information about the overset grid used in the Pencil Code is given by
Aarnes et al. [146, 147].
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Figure 2.1: Schematic representation of a domain for the resolved particle case (not drawn
to scale). A grey circle in the middle represents the particle, interior of which is not
resolved. An exemplary 4‘" order interpolation stencil (black dots) is also shown. n + 1
grid points in each spatial direction (d) are needed for n'”* order interpolation, such that the
interpolation stencil consists of the (n + 1)? points that are situated closest to the receiver
point, to which a function is interpolated to. The interpolation zone on the ogrid (the region
bounded by pink dashed lines) is chosen in such a way that none of the points belonging
to the interpolation stencil on the Cartesian grid is located inside the interpolation zone on
the ogrid.

2.1.1 Development of the numerical model used in Paper llI

For point particle DNS, use was made of modules and subroutines already exist-
ing in the Pencil Code, while a new framework was developed to carry out the
resolved particle investigations. The code development, carried out within this
thesis, included implementation of:

* energy equation on the ogrid
* simplified chemistry module
* relevant boundary conditions at the particle surface
The energy equation was implemented using temperature as a dynamical variable

and the assumption was made that the viscous heating and gas phase radiation can
be neglected. The radiative heat transfer between the gas phase and particle was
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Figure 2.2: Comparison of 1D profiles of temperature (left) and species mass fractions
(right)

also omitted as a constant temperature was specified at the particle surface. This
boundary condition for temperature is certainly not true in reality and a rigorous
approach accounting for all heat transfer mechanisms would show that the surface
temperature is changing during particle combustion, as already shown by many
studies. Nevertheless, a constant temperature was specified at the surface for the
purpose of validation against an experiment [148] conducted with a fixed particle
surface temperature, as explained in Paper III.

The simplified chemistry module accounts for one, reversible reaction in the gas
phase, i.e. oxidation of CO to CO2. In order to verify the implementation of the
gas phase reaction into the Pencil Code, the same mechanism was implemented
in the Cantera software, which was developed for modeling chemically reactive
systems. A one-dimensional flame was simulated; the results, in the form of pro-
files of temperature and species mass fractions, are compared in Fig. 2.2. It can be
seen that the results obtained from the Pencil Code and Cantera are in very close
agreement. It should be mentioned, though, that the correct implementation of the
mechanism does not mean that the obtained flame profile is a good reflection of
reality. Due to the fact that the global mechanism is not able to represent a real
reaction pathway and formation of intermediate species, the resulting flame is too
thin, which also leads to the flame speed being overpredicted.

Two surface reactions, oxidation and CO4 gasification are currently included. These
reactions affect the gas phase through the boundary conditions at the particle sur-

face. Since the surface temperature is maintained constant, only species concentra-

tions and velocity are directly influenced. The velocity at the surface is computed

as the net outflow of species produced during heterogeneous reactions, while for

species a balance between their production and diffusion is assumed.
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Implementation of boundary condition for species

A simple iterative algorithm is employed for finding species mass fractions at the
particle surface. Since the algorithm was not explained in Paper 111, the details of
the implementation are given in this section. For the impenetrable particle (i.e. the
particle which interior is not resolved), the species balance can be expressed as
[134]:

B .
pDka—: + 1heYs + iy = 0, 2.1)

where p represents the density of the mixture, ¢ is the carbon consumption rate,
Y}, is the kP species mass fraction, Dy, is its diffusion coefficient and 7y, is its rate
of production. For reactants (Oy and CO») 7v, is given by:

vy, = —pYyB;j exp(—E;/RT), (2.2)

where B; and E; are kinetic parameters of reaction j, 7" is temperature and I
represents the gas constant. For the mechanism implemented in the simplified
chemistry module, the CO production rate can be computed as:

2Mco . 2Mco
MCo, —
Mco, > Mo

mCO = - m027 (23)

2

where M), are molar masses. The char conversion rate can then be obtained from
e = — (o, + Mco, + Mco)- (2.4)

A gradient of the arbitrary variable ¢ at the particle surface can be represented by
a one-sided finite difference scheme as:

1 n
Vo= ; i, 25)

where the summation is over n cells and starts at the boundary at which i = 1;
Ar is the size of the first cell in the radial direction and «; are coefficients whose
magnitudes depend on the order of the employed numerical scheme. In the Pencil
Code, a 6™ order scheme is used and the coefficients are given in Tab. 2.1. A
one-sided formulation for the gradient given by Eq. (2.5), with coefficients from
Tab. 2.1, is different from the summation-by-parts approach initially implemented
by Aarnes et al. [146, 147] in the Pencil Code. It was observed that for the reactive
case, the summation-by-parts boundary condition might yield additional numerical
instabilities. Therefore, a traditional one-sided finite difference formula was used
instead.
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i 1 2 3 4 5 6 7
o; -49/20 6 -15/2 20/3 -15/4 6/5 -1/6

Table 2.1: Coefficients for one-sided 6" order finite difference scheme

By defining r; = Bjexp(—E;/RT) and substituting Egs. (2.2)-(2.5) into Eq.
(2.1) for Oy and CO5 one obtains:

Ar ; ;Y0,,i — O 7 Y02,170, + mYCOQ,erOQ Yo,1+

—Yo,170, =0, (2.6

Dco Mc Mc
: z; @i YO, — (M Yo,170, + 7~ —Yc0,17c0, | Yeou,1+
(2

O2

—Yco0,,17co, =0, (2.7)

which can be rearranged to:
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Eqgs. (2.8) and (2.9) are quadratic expressions for Yoo, and Yo, at the particle
surface. Both equations contain the product term Yco,Yo,, which makes it im-
possible to solve them separately and brings the need of an iterative solution. In
order to solve Egs. (2.8) and (2.9) simultaneously, the following procedure is re-
peated for every grid point belonging to the particle surface:

the range for possible solutions is chosen to be [Yiin, Yiax] = [0, 1]

two solutions for Yo, are chosen: Yo, jeft and Yo, right such that
YOg,left = Yhin + Q(Ymax - Ymin)s

YOg,right = Ymax — Q(Ymax - Ymin),

where ¢ = (3 — v/5)/2 is the golden ratio coefficient

the chosen solutions are substituted into Eq. (2.9) which allows to solve for

—Bcoy,=* 3%02 —4Ac0,Cco, .
YCO2,]eft and YCOz,right3 Y002 = \/ 3Aco, (the solution

which belongs to [Yinin, Ymax] is selected)

Yo, left and Yo, right are substituted into Eq. (2.8) from which YSQ,left

. —Bo,*, /B‘g’)2 —440,Co, .
¢ are solved for: Y5 = (the solution

and YO*

2,righ 2Ao2
which belongs to [Yinin, Ymax] is selected)
. . . Yo, —Y3, |
the relative error, d, for both solutions is computed as § = Vi
2

if the relative error is greater than the chosen tolerance level (§ < le — 8), a
new solution range is defined as:

[Ymina Ymax} = [Ymim YOg,right] if 5right > 5left

or

[Ymina Ymax} = [YOQ,left7 Ymax] if 5right < 6left

and the steps described above are repeated for the new range

if the relative error is smaller than the chosen tolerance level the assumed
solution is accepted as a correct one for the considered grid point.

Once Yo, and Yo, at the boundary are known for every cell on the particle sur-
face, mhco and rhc are obtained from Egs. (2.3) and (2.4). Subsequently, the
remaining species mass fractions can be solved directly from Eq. (2.1), which can
be rearranged as:

— (1 Ar 4 pDy 7 ;Y )
a1pDy + mcAr

Yi1= ) (2.10)
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2.2 Numerical model for large-scale simulations

This section provides a brief overview of the numerical models that were used for
the large scale systems simulated in Paper II. Large-scale simulations of practical
systems have been performed using the commercial software ANSYS-Fluent, tak-
ing advantage of its User Defined Function (UDF) functionality. For these cases,
a simplified numerical model was employed based on incompressible flow and
a steady-state assumption. The Euler-Lagrange approach was used, where the
particles motion was described using the Discrete Phase model available in Fluent.
A characteristic feature of this model is that it tracks particle parcels (i.e. collec-
tions of particles of the same size), rather than individual particles. Turbulent dis-
persion of particles was accounted for by the Discrete Random Walk Model. Tur-
bulence was modelled using the standard k£ — ¢ model, while the Discrete Ordina-
tates model was utilized for radiative heat transfer. Constant rate devolatilization
was considered with a simplified one-step description for the volatiles combus-
tion. Turbulence-chemistry interaction was accounted for by a Finite-Rate/Eddy-
Dissipation model, supplied by Fluent. A single surface oxidation reaction was
considered, the product being COs in the simplified jet burner case and CO for
the large scale boiler. In the latter case, oxidation of CO to CO9 was additionally
included. The surface reaction rate was predicted by the kinetic-diffusion model,
which assumes that the rate is limited by whatever process is slower: diffusion of
reactant to the particle surface or the consumption rate due to the reaction kinetics.
The effect of turbulence was accounted for by the model formulated by Haugen at
al. [77]. The model was implemented as a modification to the diffusion-controlled
reaction rate through the UDF, using DEFINE_PR_RATE function, predefined in
ANSYS-Fluent. The exact content of the UDF can be accessed through the sup-
plementary material attached to Paper II.



Chapter 3

Contributions

This chapters summarizes the author’s publications. This thesis is based on three
papers, two of which are already published in international, peer-reviewed journ-
als, while the last one has been recently submitted and is now under review. Since
all three papers are co-authored, the author’s contribution in each publication is
explained. Different aspects of solid fuel conversion have been considered with
the main focus being on the effect of turbulence on the surface reaction rate and
the conversion characteristics of a resolved carbon particle.

3.1 Summary of Paper |

Contributions: The author’s responsibility was to perform simulations, post-process
the results and prepare the manuscript. A great deal of guidance throughout the en-
tire process was provided by Nils Erland L. Haugen, who formulated the research
goals, suggested ways to analyse the results and helped with their interpretation,
and who taught the author how to use the code and the post-processing software.
The manuscript was written by the author with help from Nils Erland L. Haugen.
The manuscript was thoroughly reviewed by Adam Klimanek.

This paper is an extension of the studies performed by Kriiger et al. [76] and Hau-
gen et al. [77] to polydisperse particle systems. The paper aims to study how
turbulence affects the mass transfer rate between the fluid and inertial particles
and how this can possibly influence the net surface reaction rate. The goal was
also to verify if a model formulated to account for the effect of turbulence in mon-
odisperse particle systems is still applicable when polydisperse particles are con-
sidered. Since the particle clustering is due to those eddies that have similar time
scales to the particle response time, for polydisperse systems with a broad particle
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Figure 3.1: Particle number density for different particle sizes. The particle size grows
from left to right. Upper row: 2-way coupling, lower row: 1-way coupling (figure repro-
duced from [2])

size distribution all scales of turbulence can contribute to clustering. This is very
different from monodisperse systems, in which only a small fraction of turbulent
eddies is responsible for cluster formation.

Point particle DNS of a cubic domain with homogeneous and isotropic turbu-
lence were performed over a range of parameters such as Damkohler (Da), (mean)
Stokes (St) and Reynolds numbers. In order to separate the effect of turbulence,
it was assumed that the reaction is unimolecular, isothermal and fully controlled
by diffusion, i.e. the reactant is consumed infinitely fast upon reaching the particle
surface. A few additional aspects of the numerical model employed to perform
these simulations are discussed in Section 2.1. Three different distributions of
particle size were considered, and the effect of particle back-reaction was ex-
amined by comparing cases with fluid-particle coupling modeled as one-way and
two-way. The results did not show any significant dependence on the particle size
distribution. It was observed that the back-reaction of particle momentum to the
fluid can contribute to the mass transfer rate reduction. This happens at high mass
loading, whereas for low mass loading the mass transfer rate is reduced to almost
the same degree as when the particle back-reaction is neglected. It was found that
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there exists a correlation between locations of clusters that are made of particles
with different sizes, as can be observed in Fig. 3.1 which shows particle number
density corresponding to three different particle sizes. This came as a surprise be-
cause different eddies lead to clustering of particles of different sizes, e.g. small
eddies (with short time scales) cause clustering of small particles (7, =~ Teqay),
but not the large ones (7, >> 7.qq,). The correlation is stronger when the fluid-
particles momentum exchange is two-way. Other consequences of the particle
back-reaction is a stronger tendency to clustering and a change of the cluster length
scales, as well as a larger non-uniformity in the reactant distribution, which leads
to a slower conversion rate. For the surface reaction rates, very similar results to
those presented by Haugen et al. [77] were obtained, which means that the effect
of turbulence on the surface reaction rate can be equally strong in mono- and poly-
disperse particle systems. In particular, at low (high) Damk&hler numbers the mass
transfer rate is increased (decreased) by turbulence. Despite the fact that clusters
are ’sharpest’ when they are formed by the dissipation-range eddies (St, ~ 1,
where the Stokes number is based on the Kolmogorov scale), the effect of particle
clustering is strongest when clustering is caused by inertial-range eddies. The
reason for that is longer life times of clusters at higher Stokes numbers.

3.2 Summary of Paper II

Contributions: The initial idea for this research was proposed by Adam Klimanek.
The User Defined Function that couples the model for the effect of turbulence with
ANSYS Fluent was written by yvind Langgrgen. Setting-up the simulations,
post-processing of the results and manuscript writing was a common effort of the
author and Adam Klimanek. Every step of the work was closely supervised by
Nils Erland L. Haugen, who provided lots of valuable feedback and suggestions,
and who also contributed to the discussion on the model sensitivity. The final
manuscript was reviewed by Stawomir Stadek.

This paper is a continuation of studies on the effect of turbulence on the mass
transfer rate. The aim was to verify theoretical predictions in real situations and
apply the model that accounts for the effect of turbulence to practical, large-scale
systems. The model was implemented as a modification to the reaction rate due
to diffusion in the kinetic-diffusion model for surface combustion. A succinct de-
scription of the numerical approach is presented in Section 2.2. Both effects of
turbulence were accounted for by the model, i.e. the mass transfer rate decrease
due to particle clustering and the mass transfer rate increase due to relative ve-
locity between particles and fluid. First, theoretical estimations were performed
to assess at which conditions the effect of turbulence is most pronounced and to
which parameters it is most sensitive to. It was found that, at stoichiometric con-
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ditions, the effect of turbulence associated with particle clustering depends on the
fuel type and atmospheric composition. For example, the surface reaction rate
can potentially be reduced much more for ilmenite particles and 100% H2O atmo-
sphere than for carbon particles in air. Also, turbulence characteristics, such as its
intensity and length scale were shown to influence the reaction rate. A simplified
CFD model of a jet burner was developed to verify theoretical predictions and in-
vestigate the influence of mass flow rate, particle size and jet inlet velocity. As
expected, a significant reduction of the conversion rate due to particle clustering
was observed in cases with mass flow rates corresponding to around-stoichiometric
and fuel-rich mixtures. This is because these cases are characterised by relatively
high Damkohler numbers. For the same reason, the effect of clustering is stronger
at lower jet inlet velocities. Contrary to theoretical predictions, no significant in-
fluence of the particle size on the conversion rate was observed. It turned out that
variations in some parameters, such as the particle diameter, can shift the combus-
tion regime towards more kinetically or diffusion-controlled. As a consequence,
the effect of turbulence on the mass transfer rate does not directly translate into the

effect on the overall conversion rate.
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Figure 3.2: Distribution of Damkohler and Stokes numbers inside the investigated prac-
tical system (figure reproduced from [1]). The strongest effect of particle clustering is
expected to be observed at high Da and at St ~ 0.1 (in lower parts of the boiler and around
injections), while the effect associated with relative velocity is expected to be most pro-
nounced at relatively low Da, in the upper part of the domain. White areas are regions with
no particles.

A real practical system, in the form of a pulverized coal fired boiler was invest-
igated. Although the effect of turbulence on the conversion rate can be predicted
once Damkohler and Stokes numbers are known, it is not possible to determine it
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in advance in real systems due to the fact that such systems are characterized by a
broad range of Da and St, as can be seen in Fig. 3.2, which shows a distribution of
Damkohler and Stokes numbers inside the boiler. This also means that turbulence
can have opposing effects on the conversion rate in different regions of the domain.
For the particular case under investigation, it was found that the dominating effect
of turbulence is particle clustering, which accounts, on the net basis, for around
17% reduction of the mass transfer rate. The net surface reaction rate was, how-
ever, reduced only by 2% due to the reaction being in the kinetically-controlled
regime.

3.3 Summary of Paper il

Contributions: The research idea was proposed by Nils Erland L. Haugen, who
also provided the author with assistance and guidance during development of the
numerical model. This included suggestions on the details of the numerical ap-
proach, multiple coding sessions, code testing and advice on how to deal w<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>