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A B S T R A C T

In this paper, a new method for retrieving char combustion rates is presented. The method is based on an
observation that the curvature of a trajectory of a freely falling and reacting char particle in a horizontal laminar
flow changes due to the change of the particles mass. An experimental facility was designed and built allowing
for recording reacting particle trajectories and determining oxidation kinetics. A brief description of the ex-
perimental facility and measurement procedure is given. In this procedure, a model of a freely falling particle in
a laminar horizontal flow was developed. The model comprises a set of ordinary differential equations that
predict a particle trajectory for given rate constants. The trajectory predicted by the model is then fitted to the
measured trajectories by changing the rate constants. The best fit corresponds to the mean rate constant.
Moreover, measurement results for Janina coal char combustion in air at various temperatures are presented.
The key input parameters of the model are identified by a global sensitivity analysis, and the uncertainty in the
results is quantified. The method is validated by comparison with TGA results obtained from the literature.
Finally, the experimental data are used to determine rate coefficients of a kinetic-diffusion surface combustion
model. The presented methodology is suitable to determine the kinetic data, however its further development is
required in order to improve the accuracy of the measurements and include the more complex physico-chemical
processes that occur during carbon conversion.

1. Introduction

Improvement of existing combustion chambers and development of
new combustion techniques requires understanding of the elementary

processes occurring during fuel conversion. The understanding should
be accompanied by reliable data that can be used to predict the system
behavior at various conversion stages. In recent years, numerical
modeling of combustion processes by means of computational fluid
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dynamics (CFD) tools became an integral part of the design and opti-
mization processes. The models used in the simulations require closure
approximations, which are based on experimental data. In order to
improve the predicted system behavior, the quality of the data should
be high and the closure models themselves should be fast, robust and
accurate. Kinetic parameters of drying, devolatilization and char gasi-
fication/combustion, together with ignition characteristics, are crucial
elements of simulations of combustion processes. It should be stressed
that the experimental data, from which the kinetic parameters are ob-
tained, should be determined at relevant process conditions.
Specifically the temperature, the heating rate, the thermal history, the
pressure and the atmosphere are of importance [1,2]. Drop tube fur-
naces (DTF) are already standard devices used to retrieve such data. In
recent years, many studies were devoted to characterization of solid
fuels. These include ignition characteristics [3–7], kinetic parameters of
devolatilization [1,2,8,9], combustion [10–13] and gasification
[14–18] processes. The conditions achievable in drop tube reactors are
close to or are the same as those observed in the real pulverized coal
systems. The investment and operating costs of a DTF are however
relatively high and the measurement procedures are time consuming.
Another method that is frequently used to obtain kinetic data is the
Thermogravimetric analysis (TGA). It is however restricted to low
heating rates and lower temperatures (below 1000 °C) due to the in-
ability of observing the real diffusion restrictions at high temperatures.
At lower temperatures combustion and gasification rates are controlled
by chemical reactions at the solid fuel particle surface. Therefore, TGA

is frequently used in combination with a DTF to determine fuel char-
acteristics at low and high temperature limits [15,16].

In this paper, a new method of retrieving char combustion rates is
presented. The method is based on the fact that the trajectory of a freely
falling and reacting char particle in a horizontal laminar flow changes
due to change of particle mass. An experimental facility, a laminar flow
drop furnace (LFDF), was designed and built at the Institute of Thermal
Technology, Gliwice, Poland that implements the idea. The experi-
mental facility, as well as basic concepts of the new method, have al-
ready been introduced in a previous study [19,20]. In the present work,
the method is presented in detail and results of determination of char
combustion rate in air are described. A global sensitivity analysis (SA)
and uncertainty quantification (UQ) are then conducted to determine
the most influential parameters in the model and to quantify un-
certainty in the retrieved particle density and mean reaction rate con-
stants. The obtained results are then compared with TGA data adopted
from the literature, which were conducted for the same coal and at-
mosphere. Finally, the experimental data are used to fit a kinetic-dif-
fusion surface combustion model.

2. The experimental facility

The concept of the experimental facility [19,20] is based on an
observation that the curvature of the trajectory of a freely falling par-
ticle in a horizontal flow changes due to changes of the particle’s mass.
This behavior can be visualized by comparing trajectories of burning

Nomenclature

Nomenclature

A area (m2); pre-exponential factor (s m−1)
C diffusion rate constant (s K−0.75)
Cd drag coefficient (−)
d diameter (m)
D diffusion coefficient (m2 s−1)
E activation energy (J kmols−1)
g acceleration due to gravity (m s−2)
Gr Grashof number (−)
m mass (kg)
ṁ mass flow rate (g s−1)
M molecular weight (kg kmol−1)
p pressure (Pa)
R universal gas constant, =R 8314.46 (J kmol−1K−1)
Rc mean reaction rate constant (kg m−2 s−1)
Rdif diffusion rate (m s−1)
Rkin kinetic rate (m s−1)
Re Reynolds number (−)
Ri Richardson number (−)
Sc Schmidt number (−)
Sh Sherwood number (−)

t time (s)
T temperature (K) or (°C)
u horizontal velocity component (m s−1)
v vertical velocity component (m s−1)
x horizontal spacial coordinate (m)
y vertical spacial coordinate (m)

Greek symbols

ϕ sphericity (−)
μ mean (units vary); dynamic viscosity (kg m−1 s−1)
ν kinematic viscosity (m2 s−1)
ρ density (kg m−3)
σ standard deviation (units vary)
Θ normalized char conversion rate (s−1)
ω weight −( )

Super- and subscripts

0 initial
p particle
s slip; sphere
t terminal; total

Fig. 1. Behavior of non-reactive and reactive particle falling in la-
minar flow field.

W.P. Adamczyk et al. Fuel 212 (2018) 240–255

241



and non-burning char particles introduced to a laminar horizontal flow,
as shown in Fig. 1. The trajectory of a burning particle deviates from the
trajectory of constant-mass particle due to its mass loss. It is anticipated
that the change of particle trajectory can be used to determine the mass
loss of the reacting particle. This can be achieved by recording reacting
particles’ trajectories by means of a high-speed camera and retrieving
their mass changes by virtue of inverse analysis. These postulates were
verified using the designed and built experimental laboratory scale la-
minar flow drop furnace (LFDF). The furnace is a rectangular channel in
which hot gas flows horizontally and the particles are introduced
through fuel injection ports at the top wall of the channel. A schematic
view of the furnace is presented in Fig. 2, where the dimensions of the
channel are shown as well. The walls of the furnace are built out of
quartz slabs and are separated by a 1.5 cm gap. The quartz slabs are
surrounded by electric heaters and insulation, allowing a constant
temperature to be maintained in the furnace. Particles are recorded
using a CMOS camera situated in front of a vertical observation
window. During the experiment, the fuel feeding system can be moved
and the pulverized char particles can be supplied from various injection
ports. At the same time the camera can move in the vertical direction.
Therefore a large portion of the furnace space can be observed and
particles’ trajectories can be recorded. The gas can be heated up to
1100 °C. The gas flow is controlled by two mass flow meters for pre-
paring oxidizers of desired compositions. The applied fuel feeder fa-
cilitates a controlled fuel supply. A typical char mass flow rate to gas
mass flow rate is ∼10−4, which allows for combustion of individual
particles in an undisturbed flow. The length of the channel is selected
such that a fully developed laminar flow is obtained at the char injec-
tion region. For further information on the experimental facility and
measurement procedures, the reader is directed to our previous papers
[19,20].

2.1. Constraints on flow and char particles

The fluid flow in the test facility must be maintained laminar to
preserve a steady and known gas velocity profile in the test section.
Furthermore, particle properties must be kept within certain ranges in
order to be able to observe the departure from linear particle trajectory,
when the particle loses mass due to combustion. Taking the critical
Reynolds number =Re 1400 [21] as for infinite parallel plates, above
which the flow becomes turbulent, one can obtain the mean and
maximum (in the center) gas velocities in the chamber at given tem-
perature and gas composition. If the angle between particle trajectory
and horizontal gas velocity component is taken as approximately 45°,
the departure from the linear trajectory due to combustion can be ob-
served. This condition is satisfied if the particle terminal velocity equals
the gas velocity in the center of the chamber. These conditions allow for
determining the maximum particle diameters (for a given particle
density) that can be used in the experiments. In Table 1 the critical
(corresponding to =Re 1400) mean and maximum (in the center of the
channel, =u u3/2max mean) gas velocities are presented along with the
corresponding particle diameters. The results were obtained for air and
oxy-fuel conditions ( =O /CO 3/72 2 vol.) and for selected gas tempera-
tures and particle densities. The minimum gas temperature was selected
to be 900 °C due to the fact, that very little departure from the linear
trajectory was observed in our previous experiments for lower tem-
peratures. The temperature of 1100 °C is the current maximum tem-
perature that can be reached in the test facility. As can be observed very
large maximum particle diameters can be theoretically examined in the
test facility, however in practice the sizes should be smaller in order to
observe complete burnout of the particles. The current height of the
channel is 24 cm, which allowed to observe complete burnout of par-
ticles smaller than 140 μm and of densities of approximately 1100 kg
m−3. As will be discussed in Section 3.1.1 the buoyancy effects can
become significant if the particles diameter and/or density become
sufficiently small, which limits the use of the facility for fine and less

dense particles if the buoyancy effects are not included in the analysis.
It can be summarized that the flow conditions and particles that can be
examined in similar facilities of this type will depend on the dimensions
of the channel, the maximum temperatures that can be reached in the
system and oxidizer composition. Important role is played by the coal/
char properties, specifically its diameter and density as well as its the
time of combustion.

2.2. Fuel

In all experiments conducted in this study a coal char produced from
a bituminous coal was used. The coal was extracted from a Polish coal
mine Janina, whose reserves are the largest of all the existing coal
mines in Poland. The char was produced from a milled coal in nitrogen
atmosphere with a slow-heating rate (5 K/min) up to a final tempera-
ture of 1000 °C and was kept at the final temperature for 30min. Thus,
a dense and low reactivity char was produced. The obtained char was
then sieved to obtain a desired size fraction. The proximate and ulti-
mate analyses of the Janina coal is presented in Table 2.

3. Retrieving the combustion rate

During the experiment, the particles’ trajectories are recorded using
the camera, while an in–house image processing tool retrieves the
particles positions in time. At each camera position, a number of par-
ticles are recorded. Although the char particles are carefully prepared
and sieved to obtain a narrow size distribution, their shapes, diameters
as well as their composition varies, influencing their trajectories. Since
the combustion rate should represent a mean reaction rate, re-
presentative of the whole sample, a mean trajectory representing the
whole sample is also desired. This mean trajectory is represented by a
few discrete points (mean particle positions) obtained by averaging the
recorded trajectories. The averaging is realized for particles released
from a single injection port, i.e. a single feeder position. An example of
recorded char particles in nitrogen at 1000 °C is presented in Fig. 3. The
particles were released from 7 injection ports and the recorded trajec-
tories were used to calculate the mean particle positions, representing
the mean trajectory of the whole fuel sample.

Therefore, the final data representing the mean trajectory comprises
a set of a few discrete points. An inverse analysis can then be applied to
adjust a trajectory predicted by a model to the discrete, experimentally

Fig. 2. Idea of the measurements and dimensions of the experimental facility.
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determined particle positions. For this, a model, which allows for cal-
culating a reactive particle trajectory, has to be formulated. The model
comprises the direct problem in the inverse analysis.

3.1. The direct problem

The model equations are formulated based on the forces acting on a
single particle. In this study, the acceleration of the particle is attributed
solely to the balance between the gravitational force and the drag. The
force balance together with the definitions of the particle velocities
form the equations from which x t( )p and y t( )p can be calculated. These
are the equations for particle velocity in x direction

=
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where up and vp are the particle velocities in the x and y direction,
respectively, ρp and dp are particle density and diameter, ρ and μ are the
density and dynamic viscosity of the fluid, Cd is the drag coefficient, u
and v are gas velocities in x and y direction, g is the gravitational ac-
celeration and Rep is the particle Reynolds number defined as

=
ρd u

μ
Rep

p s

(5)

where us is the relative velocity of the fluid with respect to particle
velocity; such that = −u u u| |s p in the x direction and = −u v v| |s p in the y
direction. The drag coefficient is determined using the correlations by
Haider and Levenspiel [22], which take into account the sphericity ϕ of
the particles. The sphericity is defined as

=ϕ A
A

s

p (6)

where As is the surface area of a sphere having the same volume as the

particle and Ap is the actual surface area of the particle.
At the current stage of development of the methodology, it is as-

sumed that a mean particle conversion rate is to be determined. The
rate of change of mass is assumed to be

= −
m
t

R πd
d
d

p
c p

2
(7)

where mp is the particle mass and Rc is the mean reaction rate constant
in kg m−2s−1. The mean reaction rate constant Rc encompasses all the
complex physico-chemical processes that occur during particle con-
version and thus is a drastic simplification of the reality, however for
the current stage of development, it is desirable to limit the number of
unknowns and to represent the conversion process by a global para-
meter. Such an approach allows for analysis of the parameters influ-
encing the determination of the reaction rate.

Eq. (7) is coupled with the set of Eq. (1)–(4) by the particle density

=ρ
m
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p
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p
3

(8)

If Rc is known, solving the above set of equations allows de-
termining the particle trajectory (x t( )p and y t( )p ) for a reacting particle.
The solution is subject to the following initial conditions
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where ρp0 and dp0 are the initial particle density and diameter, respec-
tively and vt is the terminal velocity, i.e., the maximum free fall velocity
of the particle determined at the conditions of the flow. Justification for
the terminal velocity used as the boundary condition will be presented
in Section 3.1.5. It is assumed that the flow of particles is two dimen-
sional x y( , ), therefore the possible deviation of the particle’s trajectory
in the z direction is ignored. This is justified due to a narrow depth of
field (∼3mm) of the camera that was used in the experiments. An
analysis of the velocity profile variation in the channel leads to a con-
clusion that the particles falling within the 3mm depth of field can be
exposed to gas velocity differing at most by 4%. The algorithm used to
determine the particle positions from recorded images accepts only
sharp particle images, so that the particles that are not in the center of
the reactor are ignored. From the experience gained so far, only a small
percentage of the particles fall outside the depth of field. This allows
one to assume that the observed particles flow in the gas of maximum
velocity u, which is in the center of the reactor.

3.1.1. Buoyancy effects
Further assumption of this study is that the gas density ρ entering

Eqs. (4) and (5) is constant for a given test and equal to the density of
the free stream air. The reason of this assumption is the lack of possi-
bility measuring the burning particle temperature. Therefore the
buoyancy effects associated with the increase of gas temperature near
the particle surface and the net outflow of CO and CO2 from the particle
surface are neglected at the current stage of development of the
methodology. As discussed by Richter et al. [23], this assumption is
justified at certain conditions only. The importance of the buoyancy

Table 1
Limiting conditions of the facility.

air O2/CO2= 3/7

T (°C) 900 1100 900 1100
umean (m s−1) 14.8 19.2 10.6 13.8
umax (m s−1) 22.2 28.8 15.9 20.7

ρp (kgm−3) dp (mm)

600 8.7 11.8 6.7 9.0
900 6.2 8.4 4.9 6.5
1200 5.0 6.7 3.9 5.2

Table 2
Proximate and ultimate analyses of the Janina coal.

Proximate analysis (wt.% ar) Ultimate analysis (wt.% db) Higher heating value (M J kg−1 ar)

Moist. Ash Vol. c h o n s HHV
11.0 12.28 30.43 65.44 4.48 13.55 1.02 1.71 22.910

ar – as received; db – dry basis.
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and forced convection can be examined by estimation of the Richardson
number

= =
−g ρ ρ d
ρ ν

Ri Gr/Re
( )

p
s p

s

2
3

2 (10)

where ρs is the density of the fluid at the particle surface and ν is the
kinematic viscosity. If the Richardson number is <Ri 0.1 the natural
convection is negligible when compared to the forced convection. Re-
sults of an analysis of the possible values of the Richardson numbers for
conditions examined in this study are presented in Figs. 4 and 5, where
calculated Richardson numbers for two particle diameters equal to 80
and 120 μm are presented as a function of particle temperature and
density. It was assumed that the fluid at particle surface is a mixture of
50% vol. CO and 50% vol. CO2, the free stream gas temperature was

=T 1323 K and the particle Reynolds number was calculated for
terminal velocities of the particles. As will be discussed later, the

particles used in the experiments of this study were of mean initial
diameter equal to 119.2 μm and density of 1076.4 kg m−3. As can be
seen in Fig. 4 and 5 the Richardson numbers are always smaller than 0.1
for the larger particles, while they can reach values close to 0.3 for high
particle temperatures exceeding 2000 K and low particle densities. The
latter conditions can occur at the end of particle burnout, where there is
lower particle density and still high, though decreasing, particle tem-
perature. Experiments in an entrained flow reactor presented in [24]
indicate that char particles ( ∼dp 115μm) burning in a 12% O2 en-
vironment with a gas temperature of ∼1600 K reach a temperature of
∼2000 K prior to burnout, while particles burning in a 24% O2 en-
vironment have a temperature of ∼2200 K. This indicates that the
particle surface temperatures can be a few hundred Kelvins higher than
gas temperature. The highest air temperature in this study was 1323 K,
therefore it is expected that the particle temperatures were lower than
2000 K and thus the buoyancy effects can be neglected with accepting
the associated error. At the last stages of combustion, however the

Fig. 3. Recorded trajectories and their average positions comprising
the experimental data used to retrieve the char conversion.

Fig. 4. Richardson number for char particles of =d 80 μmp at condi-

tions considered in this study.
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natural convection can become important and the buoyancy effects
should be included in the analysis in the future, when particle tem-
perature measurement possibility will be available at the experimental
facility.

3.1.2. The gas velocity
The vertical gas velocity v is assumed to be 0 at all times. The

horizontal velocity varies in the vertical direction u y( ). In our previous
study [19], the velocity profile u y( ) was determined from a finely re-
solved CFD simulation of the flow in the reactor performed for the same
conditions (mass flow rate, temperature, gas composition) as in the
experiment. In order to accelerate the computations, the analytical
solution for laminar flow in a rectangular channel of Spiga and Morino
[25] was used. Following Blythman et al. [26], 100 terms in the infinite
sums of the analytical solution was used in the computations which
produced a converged velocity field. Comparison of the u y( ) and u z( )

velocity profiles obtained from the CFD simulation and the analytical
solution in the center of the rectangular channel are presented in Fig. 6.
The profiles were obtained for a flow of nitrogen at 1000 °C with a mass
flow rate of =ṁ 0.224 g s−1. The channel cross section has a width of
0.015m and a height 0.24m. The position =y 0 m corresponds to the
top of the reactor were the particles are introduced. Since the velocities
coincide this confirms that the analytical method and the CFD simu-
lations were adequate. Since the computations by means of the analy-
tical solution are much faster, the analytical solution will be used in the
calculations hereafter.

3.1.3. The initial particle diameter
Along with the particle trajectories, the particle diameters were

measured by means of the optical system. The procedure for calculating
the particle diameters was described in our previous study [19]. The
particle diameter distribution determined for the Janina coal is

Fig. 5. Richardson number for char particles of =d 120 μmp at con-

ditions considered in this study.

Fig. 6. Comparison of the gas velocity profiles in the center of the
reactor obtained from CFD model and analytical solution of Spiga and
Morino [25].

W.P. Adamczyk et al. Fuel 212 (2018) 240–255

245



presented in Fig. 7. The normal distribution obtained for the corre-
sponding mean particle diameter =μ 119.2dp μm and standard devia-
tion =σ 15.9dp μm are also presented. The mean of the measured par-
ticle diameters μdp can be used as the initial particle diameter dp0

entering Eq. (9). If the particle diameter does not change during com-
bustion, the particle diameter dp entering Eqs. (3)–(8) remains constant
and equal to dp0.

3.1.4. The particle sphericity
The particle sphericity was measured together with the particle

diameters using the optical system as described in our previous study
[19]. The mean and standard deviation of the particle sphericity is
provided in Table 3.

3.1.5. The inlet particle velocity
The vertical component of the particle velocity at the inlet of the

reactor, v (0)p , should correspond to the real velocity at the char feeder
outlet. The inlet is however not visible in the current experimental
setup. In our previous study [19], the vertical velocity at the reactor
inlet was assumed to be =v (0) 0p . In order to provide more reliable
input data to the model, the particle velocities at the feeder outlet were
measured for 289 particles. The measurements were conducted in air at
room temperature. The cumulative distribution function of the de-
termined particle velocities is presented in Fig. 8. The particle velocities
were normally distributed and a normal distribution, calculated using
the corresponding mean value =μ 0.2811vp m s−1 and standard de-
viation =σ 0.0479vp m s−1, is also shown in the figure. Calculated
terminal velocity for a particle of =d 120p μm, =ρ 1100p kg m−3,
sphericity =ϕ 0.75 in air at 20 °C is =v 0.3123t m s−1. Comparing this
result with the mean measured velocity, we can conclude that the ve-
locities of the particles leaving the feeder are already close to terminal
velocities and the terminal velocity can be a much better estimate of the
particle velocity at the reactor inlet than the previously assumed value.
Thus, hereafter we use the terminal velocities as the boundary condi-
tion for the model ( = −v v(0) )p t . It should be stressed here that the re-
latively large width of the initial velocity distribution is an effect of the
distribution of the initial particle diameter and its sphericity. This in-
fluence can be recognized when Eq. (4) is examined. Assuming that the
particle reaches the terminal velocity =dv dt( / 0)p and neglecting the
buoyancy ≫ρ ρ( )p , Eq. (4) reduces to a simplified formula for the

terminal velocity of particle

=v
m g

ρC πd
8

p
p

d p
2

(11)

Applying the uncertainty propagation rule and taking into account
the effect of particle diameter only, one obtains
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The standard deviation of particle velocity (particle terminal velo-
city) calculated from Eq. (12) is =σ 0.0414vp m s−1. Comparing this
result with the standard deviation obtained from the experiment
( =σ 0.0479vp m s−1) we can conclude that the relatively large width of
the distribution of the particle velocity is an effect mainly of the wide
distribution of particle diameter.

3.1.6. The initial particle density
The initial particle density ρp0 needs to be provided in order to solve

the governing equations. This density can be determined by applying an
inverse analysis for a non-reactive case, where the particle mass mp and
diameter dp remain constant. The inverse analysis will be described in
the next section.

3.2. The inverse problem

The measured particle trajectories determined at each camera po-
sition (observation window) allow for determining discrete points, re-
presenting mean particle trajectory at each camera position, which are
denoted as xp i, and yp i, . This data can be used to evaluate the particle
density ρp (non-reactive case) and mean reaction rate Rc (reactive case).

Fig. 7. Cumulative distribution function of measured particle dia-
meter and normal distribution fit with mean value =μ 119.2 μmdp and

standard deviation =σ 15.9 μmdp .

Table 3
Mean values and standard deviations of the parameters in the experiment in nitrogen.

dp vt ϕ ṁ T

(μm) (m s−1) (−) (g s−1) (K)

Mean, μ 119.2 0.1629 0.7737 0.223778 1273.15
Standard deviation, σ 15.9 0.0327 0.0580 0.000448 1.79
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3.2.1. The non-reactive case
If the particle is non-reactive or the atmosphere is inert, the mean

reaction rate constant Rc will be 0 at all times and Eq. (7) simplifies to

=m m (0)p p (13)

Since the particle mass mp and diameter dp do not change in this
case, the particle density ρp also remains constant. If =ρ ρp p0 is known,
Eqs. (1)–(8) can be integrated to determine the particle trajectory (x t( )p
and y t( )p ). If ρp is not known, it can be iteratively adjusted until the
trajectory fits the mean measured particle positions (xp i, and yp i, ). Such a
procedure allows for determining ρp by solving the following weighted
least squares problem

∑ − + −
=

w x ρ x y ρ ymin [( ( ) ) ( ( ) ) ]
ρ i

N

i p i p p i p i p p i
1

, ,
2

, ,
2

p (14)

where N is the number of discrete mean trajectory positions (feeder
positions) and wi are weights calculated as

=w n
n

Ni
i

t (15)

where ni is the number of recorded particles in single feeder position i
and nt is the total number of recorded particles (from all the feeder
positions). The number of recorded particles in each observation
window ni is different, therefore the weights represent the contribution
of each feeder position to the objective function (14). The sum of the
weights is therefore equal to the number feeder positions.

3.2.2. The reactive case
If the particle is reactive, the mean reaction rate constant Rc can be

determined in the same way as the particle density ρp in the non-re-
active case. In the reactive case however, the initial particle density ρp0

Fig. 8. Cumulative distribution function of measured particle velo-
cities at feeder outlet and normal distribution fit with mean value

=μ 0.2811vp m s−1 and standard deviation =σ 0.0479vp m s−1.

Fig. 9. Measured particle positions (exp), linear fit of the positions
(exp fit), mean particle position in each observation window (mean
exp) and fitted mean particle trajectory obtained from the inverse
method (model).
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must be known and it is determined from the non-reactive case. In order
to find the mean reaction rate Rc, the following minimization problem
is then solved

∑ − + −
=

w x R x y R ymin [( ( ) ) ( ( ) ) ]
R i

N

i p i c p i p i c p i
1

, ,
2

, ,
2

c (16)

3.2.3. Numerical solution
The sets of ordinary differential equations for non-reactive and re-

active cases are solved using the explicit Runge–Kutta (4,5) method and
the minimization problem is solved using the Pattern Search solver,
both implemented in MATLAB [27].

4. Results and discussion

4.1. The non-reactive case

As mentioned earlier the material density of the particles can be
determined by conducting non-reactive experiments. The non-reactive
experiment was conducted for the Janina coal char. The char was
milled and sieved to obtain a narrow particle size distribution. The
experiment was conducted in nitrogen at 1000 °C. The mass flow rate of
the carrier nitrogen was 0.224 gs−1. The resulting measured particle
positions are presented in Fig. 9. The positions were then approximated
by a linear function (exp fit) and a mean particle position was computed
in each observation window (mean exp). As can be observed, the non-
reacting particles follow straight lines and the particles form an ex-
panding cloud of trajectories. The reason for the large spread of the
particles positions are the natural in–homogeneous properties of in-
dividual particles, which include diameter, shape, ash content, etc.
Although the particles were sieved before the experiment with a sieve
mesh size difference of 5 μm the size distribution is much wider (cf.
Fig. 7) due to the longitudinal shape of some fraction of the particles
and inaccuracy of the optical measurement. All these factors influence
the broadening of the cloud.

The mean positions (mean exp) presented in Fig. 9 were then used
in the inverse analysis to find the particle density ρp. The data required
to perform the inverse analysis are presented in Table 3. The table
contains also the standard deviations of the data, which will be used in
the forthcoming section for sensitivity analysis and uncertainty quan-
tification. The standard deviations were not required for the current

calculations. The particle material density obtained from the inverse
analysis is =ρ 1076.4p kg m−3. The corresponding mean particle tra-
jectory (model) is presented in Fig. 9 as well. Initially, the modeled
particle falls into the chamber with initial vertical velocity component

= −v v(0)p t and passes the boundary layer (cf. Fig. 6) virtually without
any horizontal displacement. As it becomes exposed to higher gas ve-
locities, its horizontal velocity component vp becomes larger up to a
point where the forces acting on the particle equilibrate and the particle
starts to follow a straight line. This is due to the fact that the particle
mass does not change, and the gas velocity is virtually constant, outside
the boundary layer. As can be seen, the fitted trajectory follows the
experimentally determined mean particle positions and thus, it is re-
presentative for all the particles. The determined particle material
density was then used as the initial density in the reactive experiments.

4.2. The reactive cases

Three experiments of coal char combustion in air were conducted.
The same Janina coal char (collected from the same sample) as in the
non-reactive case was used. The experiments differed by the oxidizer
and chamber temperatures. The three temperatures were 850 °C, 950 °C
and 1050 °C. The burning particles were recorded and their positions
were used to determine the mean particle positions in each observation
window. These positions were then used in the inverse analysis in
which the mean reaction rate constant Rc was determined by fitting the
modeled reactive particle trajectory to the mean positions. In Table 5
the data used in the calculations are presented. The presented standard
deviations will be used in the forthcoming section for sensitivity ana-
lysis and uncertainty quantification and were not required at this stage.
The recorded trajectories, their mean positions in the observation
windows and the resulting modeled particle trajectory obtained from
the inverse analysis, are presented in Fig. 10. As can be seen, the
measured particle positions are very scattered, however the mean
particle positions in each observation window (mean exp) follow an
expected pattern, i.e. a visible non-linear shape of the first six points
may be observed, which corresponds to intensive combustion of par-
ticle. Then a transition to more linear shape of the remaining points
occurs, which corresponds to the place of final burnout of the particles.
After that regions the particles, composed of ash, are not burning, and
move along straight lines. There were 7392 particles recorded in this
experiment and thus, each of the mean positions were determined

Fig. 10. Measured particle positions (exp), linear fit of the positions
(exp fit), mean particle position in each observation window (mean
exp) and fitted mean particle trajectory obtained from the inverse
method (model).
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based on a large number of recorded particles. The same behavior as for
the mean particle positions can be observed for the modeled particle
trajectory. The particle enters the test chamber while, due to the re-
action, its mass changes, which is the reason for the curved trajectory.
When all the carbon present in the particle is consumed, the particle
composed of only ash moves along a straight line. The determined mean
reaction rate constant for this experiment was =R 0.0740c kg m−2 s−1.
The particle diameter varies during combustion. In this study it was
assumed that the variation in particle diameter is linear in time while
varying from the initial to the final diameter. The initial diameter is the
mean measured diameter in the non-reactive case, while the final dia-
meter was selected to be the mean measured diameter for the reactive
case from the last observation window, which corresponds to the end of
combustion.

The variation of particle mass, which is a dependent variable in the
equation set, as well as the variation of particle diameter, affect the
particle density. The calculated changes of particle mass, diameter and
density in the course of combustion are presented in Fig. 11.

In Table 4 the retrieved mean reaction rate constant for all three
experiments is presented. As expected, an increasing mean reaction rate
constant with increasing temperature is observed.

4.3. Sensitivity analysis and uncertainty quantification

The developed model for retrieving the mean particle density and
mean reaction rate requires using input data, which are measured and
are subject to uncertainty. The uncertainty propagates through the
model and affects the uncertainty of the model output. It is therefore
important to quantify this uncertainty. A global sensitivity analysis (SA)
and uncertainty quantification (UQ) was performed to examine the
influence of each of the input parameters on the obtained results and to
quantify the resulting uncertainty of the model output. The analysis was
realized using the Dakota [28] software. Latin hypercube sampling
(LHS) was used, which allows to sample the parameter space effec-
tively. The task was divided into two parts. In the first part, the non-
reactive case was examined in which the key input parameter d( )p was
identified and the uncertainty of the particle density was determined.
The resulting probability distribution of the particle density was then
used in the second part, where the uncertainty of the mean reaction rate
constant was determined for the experiments with the three different
temperatures discussed earlier. The uncertainties were assumed to be
aleatory and were determined for each of the measured parameters.
Five input parameters (d v ϕ m, , , ̇p t and T) were considered for the non-

reactive case. The uncertainties for d v,p t and ϕ were determined from
the measurements, while for ṁ and T they were obtained from cali-
bration certificates of the measurement devices. The parameters along
with their mean values for this case were presented in Table 3. For the
reactive cases, the set was extended by the particle density ρp. For this
case, the data were presented in Table 5, except the last column, where
the particle density is shown. For the SA and UQ study for the reactive
case the probability distribution function of particle density obtained
from the non-reactive case was used to characterize the distribution. All
the input parameters, besides the particle density, were assumed to be
normally distributed. For the particle diameter dp and particle inlet
velocity vp this assumption was verified by examination of normal
quantile plots. One can see from Figs. 7 and 8, that their distributions
virtually follow the normal distribution. It should be stressed here that
the uncertainties in determination of the mean particle positions in both
the non-reactive case and the reactive cases are ignored. This will lead
to an underestimated final uncertainty. The parameter space was
sampled with 17500 runs of the model in the non-reactive case. Further
examination of the convergence of model output statistics revealed that
10 000 samples for the reactive case is sufficient and thus, this number
of samples was used for all the reactive cases.

In Fig. 12 the variation of the particle density with the individual
parameters are presented along with a liner fit indicating the linear
mutual dependence of the variables. As can be seen, the strongest and

Fig. 11. Variation of particle mass, diameter and density during
combustion.

Table 4
Retrieved mean reaction rate constants Rc .

T (°C) 850 950 1050
Rc (kg m−2s−1 0.025 0.074 0.089

Table 5
Mean values μ and standard deviations σ of the parameters in the three experiments in air.

Experiment dp vt ϕ ṁ T ρp

(μm) (m s−1) (−) (g s−1) (K) (kg m−3)

1 μ 119.2 0.1808 0.7737 0.261222 1123.15 1076.4
σ 15.9 0.0361 0.0580 0.000522 1.57 –

2 μ 119.2 0.1727 0.7737 0.239861 1223.15 1076.4
σ 15.9 0.0345 0.0580 0.000480 1.72 –

3 μ 119.2 0.1654 0.7737 0.221750 1323.15 1076.4
σ 15.9 0.0331 0.0580 0.000443 1.87 –
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non-linear dependence is observed for the the particle diameter. The
remaining parameters exhibit weak influence on the output. This can be
confirmed by investigation of the partial correlation coefficients pre-
sented in Fig. 13. As suspected the key input parameter is the particle
diameter, which has the strongest influence on the model output. Much
smaller influence can be observed for the particle sphericity. The

correlation coefficients for both parameters are negative, indicating a
decrease of the model output ρp with increasing dp and ϕ. The three
remaining model inputs are of minor importance. This is due to both
small influence of these parameters on the particle density determina-
tion and their relatively small uncertainties. In Fig. 14, the resultant
probability density function (PDF) and cumulative distribution function

Fig. 12. Variation of the model output (particle
density) for subsequent model input parameters.

Fig. 13. Partial correlation coefficients for the individual input para-
meters in the non-reactive case.
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(CDF) of the particle density ρp are presented. As can be observed, the
distribution is skewed and the standard deviation is very large, in-
dicating strong variation of the particle density with the changes of the
input parameters, from which the most important is the particle dia-
meter. The obtained mean particle material density of 1198.3 kg m−3,
is very close to the values obtained by Bibrzycki et al. [29] for the same
coal, where for char obtained with a low heating rate the density was
1257 kg m−3 and for char obtained with higher heating rate it was
1163 kg m−3.

The distribution of particle density presented in Fig. 14 was then
used as the input in the analysis of reactive cases.

Similarly to the analysis presented for particle material density, the
SA and UQ were performed for the mean reaction rate constant Rc. As
mentioned earlier the input parameters for the reactive cases were

summarized in Table 5 except for the particle density, whose PDF was
taken from the non-reactive case. Furthermore, since the correlation
among the parameters from the non-reactive case were known at this
stage, they were used in the reactive case study, so that the mutual
dependencies were taken into account [28,30].

In Fig. 15, the partial correlation coefficients of the input variables
for the experiment at = °T 850 C are presented. As can be seen, the
strongest dependence on the model output Rc can be attributed to
particle diameter and particle density. Some influence of the particle
sphericity is also visible, however it is much smaller. The remaining
parameters do not exhibit any influence on the output. It can therefore
be concluded that the uncertainty quantification could be performed for
the two d ρ( , )p p or three (including ϕ) main inputs only and omitting the
remaining parameters. The statistics are however computed from the

Fig. 14. Probability density function and cumulative distribution of
the particle density.

Fig. 15. Partial correlation coefficients for the individual input para-
meters in the reactive case.
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same sample set and thus the unimportant parameters were also in-
cluded. In Figs. 16–18 the obtained PDFs and CDFs are presented along
with the corresponding means and standard deviations for the three
examined temperatures. As can be seen, the distributions range from
negative values of Rc to as high positive values as 0.5. The negative
values of Rc are nonphysical and correspond to a situation where the
particle mass is increasing in the reactor. This is however possible in the
computational procedure due to the fact that the parameters are drawn
from their distributions and a selected set of input data may be un-
favorable in the sens that only a negative Rc may fit the experimental
data. In Fig. 19 the obtained mean reaction rate constants and their
standard deviations (the height of the error bars correspond to two
standard deviations) are presented. As can be noticed, the mean reac-
tion rate constants are growing with increasing temperatures which is
in accordance with intuition and with the result obtained without un-
certainty quantification (cf. Table 4). As expected, the results obtained
without uncertainty quantification, for a single run of the model with
mean input parameters, are different from the mean values obtained
with UQ. The obtained standard deviations are large and the reason of
that are the uncertainties in particle diameter and particle density
measurement. Since the uncertainties in determination of the mean
particle positions in both the non-reactive case and the reactive cases
were ignored it can be concluded that the final uncertainties are still
underestimated. An increased resolution of the camera could reduce the
uncertainty, which would improve the particle diameter and sphericity
measurement accuracy. A more accurate method of determination of
particle density could also reduce the uncertainty.

5. Validation of the results

When a new experimental and/or computational method is in-
troduced, it is important to evaluate its credibility. For the Janina coal
examined within this study, experimental data of char combustion in
air was available [29]. This data was obtained using TGA, which is
known to produce satisfactory results in the kinetic regime, i.e. at low
temperatures (lower than ∼ 950 K) due to the diffusion restrictions at
higher temperatures. Experimental results presented in [29] were ob-
tained using TGA for two chars at various temperatures ranging from
623 K to 1223 K. The two chars were generated at two different heating
rates; char 1 at 590 K/min and char 2 at 10 K/min. In the study the
intrinsic reactivity was also determined, however for the comparison

with LFDF only the mean conversion rates were used.
The three experiments of char combustion in air using the LFDF and

presented in the previous sections of this study were compared with the
experimental data in [29].

For completeness of the comparison the diffusion restriction for a
single particle at the conditions and particle size of the LFDF was also
calculated to present the limit of the reaction rate at high temperatures.
By assuming diffusion controlled reactions, i.e. that the reaction rate is
controlled entirely by the diffusive transport of oxygen to the particle
surface, and by assuming that the oxygen reacts with carbon to produce
CO2 (not CO) such that equimolar counterdiffusion is maintained [31],
the specific char conversion rate is given by

= − =
m

dm
dt m

M
M

Dπd ρΘ 1 1 Sh
p

p

p

C

O
p O

0 0 2
2 (17)

where MC and MO2 are molecular weights of carbon and oxygen, Sh is
the Sherwood number, D is the binary diffusion coefficient, dp is the
particle diameter and mp0 is the initial particle mass. The binary dif-
fusion coefficient was calculated for O2 - air pair using the Chapman-
Enskog kinetic theory [32]. The Sherwood number was calculated from
[33].

= +Sh 2.0 0.6Re Scp
0.5 0.33 (18)

where Sc is the Schmidt number defined as

= ν
D

Sc (19)

The properties of the fluid required to calculate the conversion rate
were determined at the bulk fluid conditions [29]. The Reynolds
number was calculated for the initial particle diameter =d 119.2p0 μm,
and velocity equal to the terminal fall velocity of a particle with ma-
terial density of =ρ 1198.3p0 kgm−3, as measured in the LFDF experi-
ment in nitrogen. In Fig. 20 the conversion rates determined from the
LFDF experiment and from the TGA [29] for both chars are presented.
The diffusion controlled reaction obtained from Eq. (17) for a single
particle combustion, which limits the reaction rate at high tempera-
tures, is also presented. The mean conversion rate due to chemical re-
action at low temperatures for char 1 is shown as a dotted line. As will
be discussed in next section, char 1 conversion rate was used to de-
termine kinetic-diffusion model parameters, thus this line was created
only for char 1. The mean diffusion restriction for both chars obtained

Fig. 16. Probability density function and cumulative distribution of
the mean reaction rate constant at 850 °C.
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by approximating the TGA data at high temperatures is also presented.
The convergence of the TGA data at high temperatures confirms that
the process is independent of char type and diffusion limited. As can be
seen, the predicted conversion rates from the LFDF experiments fit in
the allowable region of the plot. As expected at low temperatures the
data tend to the chemical reaction line whereas the diffusion restriction
for single particle is approached at high temperatures. The results are
presented with uncertainties (standard deviations), however for the
lowest temperature = °T( 850 C) the mean minus the standard devia-
tion −μ σ( ) is not visible on the log scale plot since the value is negative
(cf. Fig. 19).

6. Kinetic-diffusion model

In this section a kinetic-diffusion surface combustion model is fitted
to the experimental data. The data used are the mean reaction rates

obtained from TGA for char 1 and from the LFDF presented in Fig. 20.
The data for char 1 was selected due to the fact that it was produced
with a higher heating rate, which is closer to conditions in real com-
bustion chambers than the heating rate used to produce char 2. The
kinetic diffusion model of Baum and Street [34] and Field [35] was
used, which is a standard model in several CFD solvers, and allows a
direct use of the measured kinetics in further CFD models. The model
has the following form

= −
+

dm
dt

A p
R R

1
1/ 1/

p
p O

dif kin
2 (20)

where Ap is the particle external surface area, pO2 is the partial pressure
of oxygen in air. Rdif is the reaction rate due to diffusion

⎜ ⎟= ⎛
⎝

+ ⎞
⎠

R C
d

T T
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(21)

Fig. 17. Probability density function and cumulative distribution of
the mean reaction rate constant at 950 °C.

Fig. 18. Probability density function and cumulative distribution of
the mean reaction rate constant at 1050 °C.
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and Rkin is the kinetic rate

⎜ ⎟= ⎛
⎝

− ⎞
⎠

R A E
RT

expkin
p (22)

where dp is the particle diameter, Tp and T are the temperatures of the
particle and of the gas surrounding the particle, respectively, R is the
universal gas constant and C A, and E are model constants. Since the
particle temperature was not measured in the experiments, it was as-
sumed that the temperatures T and Tp are equal. As discussed in Section
3.1.1, the particle surface temperatures can be a few hundred Kelvins
higher than the gas temperature, thus this assumption may lead to er-
rors. It should be also stressed that only the three first TGA data points
corresponding to the lowest temperatures were used in the fitting
procedure. This is due to the fact that the four remaining points cor-
respond to the too low reaction rate due to diffusion restrictions in the
TGA. The fitted kinetic-diffusion model is presented in Fig. 20. The

obtained model constants are = × =− −C A1.823 10 s K , 1.435 s m12 0.75 1

and = × −E 1.245 10 J kmol8 1 and can be used for CFD simulations of the
Janina coal combustion in air.

7. Conclusions

A new method for retrieving solid fuel conversion rates has been
presented. Experiments conducted in nitrogen and air at various tem-
peratures allowed the mean particle density and rate constant to be
determined. Global sensitivity analysis and uncertainty quantification
were then conducted to determine the key parameters affecting the
results and to quantify uncertainty in the computed particle density and
mean reaction rate constants. The uncertainties in determination of the
mean particle positions in both the non-reactive case and the reactive
cases were ignored leading to underestimated final uncertainties. The
sensitivity analysis indicated that the most important parameter is the

Fig. 19. Comparison of the obtained mean reaction rate constants and
their standard deviations. The error bar height equals two standard
deviations.

Fig. 20. Comparison of the mean conversion rates determined using
the LFDF and TGA [29] and the fitted kinetic-diffusion model.
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particle diameter, which affects the determined particle density and
further the mean rate constant. The quantified uncertainties of the re-
sults are relatively large and could be reduced by more accurate mea-
surements of particle diameters. This could be done by using a higher
resolution camera in the test rig. The results obtained with the pre-
sented method were then compared with results obtained from the
literature (TGA) for the same coal and atmosphere. The comparison
indicated that appropriate trends were obtained: the data approach the
chemical reaction limit at low temperatures and the diffusion limit at
high temperatures. Due to lack of other results, the method could not be
compared with other methods at exactly the same conditions. Finally,
coefficients of a kinetic-diffusion surface reaction model were de-
termined by fitting the model to the TGA and LFDF data.

The developed methodology is appropriate and suitable to de-
termine the kinetic data, however it has to be further developed in
order to improve the accuracy of the measurements and include the
more complex physico-chemical processes that occur in reality during
carbon conversion. In particular a better camera should be used to re-
duce the uncertainties of diameter and sphericity measurements.
Furthermore particle temperatures should be measured and in-
corporated in the model.
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