
Abstract

In three research articles we have studied the critical properties of effective lattice
models for strongly correlated electron systems by Monte Carlo simulations. A
similar model is used in a fourth article for investigating thermal fluctuations of
vortices in a rotating Bose–Einstein condensate. In the first part of this thesis
we review the necessary background and introduce the models one by one. The
last part is a collection of the papers.

Paper I [1]: We consider the scaling of the mean square dipole moment in
a plasma with logarithmic interactions in a two- and three-dimensional system.
In both cases, we establish the existence of a low-temperature regime where
the mean square dipole moment does not scale with system size and a high-
temperature regime does scale with system size. Thus, there is a nonanalytic
change in the polarizability of the system as a function of temperature, and
hence a metal-insulator transition in both cases. The relevance of this transition
in three dimensions to quantum phase transitions in 2 + 1-dimensional systems
is briefly discussed.

Paper II [2]: The existence of a discontinuity in the inverse dielectric con-
stant of the two-dimensional Coulomb gas is demonstrated on purely numerical
grounds. This is done by expanding the free energy in an applied twist and per-
forming a finite-size scaling analysis of the coefficients of higher-order terms. The
phase transition, driven by unbinding of dipoles, corresponds to the Kosterlitz-
Thouless transition in the 2D XY model. The method developed is also used for
investigating the possibility of a Kosterlitz-Thouless phase transition in a three-
dimensional system of point charges interacting with a logarithmic pair-potential,
a system related to effective theories of low-dimensional strongly correlated sys-
tems. We also contrast the finite-size scaling of the fluctuations of the dipole
moments of the two-dimensional Coulomb gas and the three-dimensional loga-
rithmic system to those of the three-dimensional Coulomb gas.

Paper III [3]: We perform large-scale Monte Carlo simulations on an effective
gauge theory for an easy plane quantum anti-ferromagnet, including a Berry
phase term that projects out the S = 1/2 sector. Without a Berry phase term,
the model exhibits a phase transition in the 3DXY universality class associated
with proliferation of gauge-charge neutral U(1) vortices. The instantons that



eliminate the phase transition in the gauge-charged sector are cancelled by the
Berry phases. The result is a first order phase transition. This gauge theory
therefore does not exhibit deconfined criticality.

Paper IV [4]: We perform Monte Carlo studies of vortices in three dimensions
in a cylindrical confinement, with uniform and nonuniform density. The former
is relevant to rotating 4He, the latter is relevant to a rotating trapped Bose con-
densate. In the former case we find dominant angular thermal vortex fluctuations
close to the cylinder wall. For the latter case, a novel effect is that at low tem-
peratures the vortex solid close to the center of the trap crosses directly over to
a tension-less vortex tangle near the edge of the trap. At higher temperatures
an intermediate tensionful vortex liquid located between the vortex solid and the
vortex tangle, may exist.
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Preface

Strong local repulsion among electrons in many-particle systems is believed to be
responsible for strange physical properties like the breakdown of Landau Fermi
liquid theory in certain cuprate compounds. Since the discovery of high temper-
ature superconductivity in such materials by Bednorz and Müller in 1986, the
focus has increased on strongly correlated electron systems. In order to under-
stand the physics of these compounds, great theoretical effort has been laid down
in the study of lightly doped Mott–Hubbard insulators in two spatial dimensions
(2D) at zero temperature. Effective lattice field theories in 2 + 1 space-time di-
mensions can be formulated and used in classical Monte Carlo simulations to
search for characteristics of transitions between various ground states in the 2D
quantum mechanical model. Such phase transitions are driven by parameters like
pressure or doping.

In this thesis we present Monte Carlo results for three distinct models in 2 +
1 space-time dimensions. In Chapter 3 and 4 we introduce the investigations
of two models for various zero temperature properties of a strongly correlated
electron system in two spatial dimensions. The first is a lattice gas of charge-
like particles which interact through a logarithmic potential, and predicted to
exhibit a phase transition of the so-called Berezinskii–Kosterlitz–Thouless type.
Due to the many similarities with the classical two dimensional Coulomb gas, we
perform simulations on both two and three dimensional systems. Here, a novel
characterization technique is developed and tested. In the second model, we find
evidence for a phase transition of first order.

The nonuniform 3DXY model that we introduce in Chapter 5 can be applied
to a trapped, three dimensional Bose–Einstein condensate. In rotating such sys-
tems, remarkably large and beautiful arrays of vortices have been experimentally
attainable since the last few years. We investigate their thermal fluctuations.

Chapter 1 and 2 is devoted to review the necessary background to appreciate
the work we introduce in the last three chapters, and present in the four research
articles [1, 2, 3, 4]. This is done by an evolution from the simple Ising model
to the phenomenological Ginzburg–Landau theory for superconductivity, which
can be thought of as a generic theory for the models in the included collection of
papers at the end of the thesis.
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The work of this thesis is a natural continuation of the previous studies in our
research group, References [5, 6, 7, 8, 9], which all have benefited from the high
performance supercomputing facilites at NTNU. As effective lattice theories in
condensed matter physics require large amounts of computation time, access to
a powerful supercomputer has been essential.
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Chapter 1

Statistical mechanics

Resolution is an important concept in today’s digital cameras. It is now common
knowledge how digital pictures are put together by millions of tiny pixels, and
in a given picture we want sufficiently many so that we cannot tell them apart.
Zooming in will however eventually reveal the microscopic structure of pixels. A
similar effect is appearant in a newspaper picture. Even though the only colors
used in the printing process are black and white, the picture contains almost
every shades of gray. If you look carefully, you can see tiny dots of black onto
the white paper, and the density or size of these dots decide the amount of gray.
Reading the news, you don’t notice the dots, your eyes average over them and
the white space in between, and you only see the smooth grayscale picture.

In statistical mechanics we attempt to average over microscopic details in a
system with macroscopically many particles in order to obtain thermodynamic
quantities such as magnetization, total energy, and heat capacity, as well as derive
the relations between them. The exact origin of these quantities disappears in
the averaging process, as details in a picture are smoothened out when viewed
from a distance.

There are however examples where some microscopic details are not averaged
out. In a system with a critical behaviour, the range of correlations can grow
when certain values of control parameters are approached. The range can in fact
diverge to infinity, and since infinity is the same on any length scale they will
in principle look the same irrespective of our zoom level. Of course, a physical
system has a finite size and structures within it have to be restricted to fit into
those dimensions. Still, we can often consider these systems infinitely large be-
cause they are so many orders of magnitude larger than the phenomena and the
scales we think of when zooming in and out. On the other hand, in computer
simulations, size does indeed play an important role, and this will be discussed
in the context of finite size scaling in Chapter 2.

In the following sections, we will first establish some basic relations of statistical
mechanics before we proceed to the concepts of phase transitions and critical
phenomena. Along the way we will encounter a few simple but important models
capturing many of the features essential for the main works in this thesis.
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Chapter 1 Statistical mechanics

1.1 Statistical mechanics and thermodynamics

The goal of statistical mechanics is basically to compute the partition function Z
for a given system [10, 11, 12]. This is a weighted sum over all configurations ψ
the system can be in. All the information needed to calculate the thermodynamic
properties are contained in Z. The partition function can be written

Z =
∑
{ψ}

e−βHψ , (1.1)

where H is the system’s Hamiltonian and β ≡ 1/(kBT ), with T the tempera-
ture and kB the Boltzmann’s constant. Knowing this sum we can derive the
expectation values of essentially all thermodynamic observables O,

〈O〉 =
1
Z

∑
{ψ}

Oψe−βHψ , (1.2)

by differentiations of Z with respect to various parameters in the exponent. If
the system is in thermal contact with a heat reservoir which keeps the tempera-
ture fixed, the internal energy U can be calculated from the canonical partition
function by

U ≡ 〈H〉 =
1
Z

∑
{ψ}

Hψe−βHψ = − ∂

∂β
lnZ. (1.3)

Additionally, if we hold volume V and particle number N constant, the following
fundamental thermodynamic relations involving the Helmholtz free energy F =
U − TS,

dF = dU − TdS − SdT =
V,N constant

−SdT, (1.4)

and

U = F + TS = F − T

(
∂F

∂T

)
= −T 2

[
∂

∂T

(
F

T

)]
=

[
∂(F/T )
∂(1/T )

]
, (1.5)

can be used to express F in terms of Z. By comparison with Equation (1.3) we
find

F = − 1
β

lnZ, (1.6)

which acts as the connection between statistical mechanics and thermodynamics.
But the partition function can also give insight into fluctuations, something

classical thermodynamics can not. Energy fluctuations around a system’s equi-
librium value,

(δU)2 ≡ 〈(H − 〈H〉)2〉 = 〈H2〉 − 〈H〉2, (1.7)
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1.2 Phase transitions

can be calculated from Z by subsequent differentiations as in Equation (1.3),

(δU)2 =
1
Z

(
∂2Z

∂β2

)
−

(
1
Z

(
∂Z

∂β

))2

=
(
∂2 lnZ
∂β2

)
. (1.8)

From the definition of the heat capacity CV ≡ (∂U/∂T ), we see that the fluctu-
ations in the energy of a system can be measured through

CV =
1

kBT 2
(δU)2 ≡ 〈(H − 〈H〉)2〉 = kBβ

2

(
∂2 lnZ
∂β2

)
, (1.9)

and from now on we set kB equal to unity for simplicity.
Generalizing slightly to having more than one temperature-like parameter, or

equivalently coupling γ, in the partition function, we let βH → S =
∑
γ γHγ .

The moments of the energy can then be found by differentiation of the corre-
spondingly generalized free energy F ,

∂F

∂µ
=− 〈Hµ〉, (1.10)

∂2F

∂µ∂λ
=〈(Hµ − 〈Hµ〉)(Hλ − 〈Hλ〉)〉, (1.11)

∂3F

∂µ∂λ∂η
=− 〈(Hµ − 〈Hµ〉)(Hλ − 〈Hλ〉)(Hη − 〈Hη〉)〉. (1.12)

The second moment Equation (1.11) with µ = λ = β corresponds to the heat
capacity. Of these moments, the third moment Equation (1.12) will in particular
prove to be a valuable tool for extracting critical exponents from Monte Carlo
simulations [13, 14].

1.2 Phase transitions

To most people, the familiar examples of phase transitions are the boiling of water
and melting of ice, but the magnetic to non-magnetic transition is a standard
introductory example because of its simplicity [15]. We will concentrate on this
transition which is continuous and can take place in uniaxial ferromagnets for
which a typical situation is shown in Figure 1.1 (a). The magnetization M
goes continuously to zero at a critical temperature TC when the temperature is
increased.

If exposed to an external magnetic field h, these systems can also demonstrate
the other common type of phase transitions, namely a first order transition as h
changes sign. In Figure 1.1 (b) the solid line at T < TC indicates a first order
transition where M jumps discountinuously from a negative to a positive value
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Chapter 1 Statistical mechanics

as h is increased. Also melting transitions are typically first order. Later, we
will encounter yet another type, the Berezinskii–Kosterlitz–Thouless transition
[16, 17].

M = 0M �= 0

M < 0

M > 0

TC T

(b)

h

TC T

(a)

|M
|

Figure 1.1: The magnetization M(T ) goes continuously to zero at TC (a).
If an external magnetic field h is applied, the sign of M is determined by
h and jumps discontinuously between a positive and a negative value across
the solid line (b).

1.2.1 The Ising model

A uniaxial ferromagnet can be modelled on a lattice in d dimensions by the Ising
model [18] given by the hamiltonian

H = −J
∑
〈ij〉

sisj − h
∑
i

si, (1.13)

where J is a coupling constant determining the interaction between nearest neigh-
bour spins si and sj , and h is an external magnetic field. Each spin can point
either up (si = 1) or down (si = −1). The lattice will in this work always be
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1.2 Phase transitions

square meaning that each spin site i has 2d nearest neighbour sites. In statistical
mechanics we take the temperature T = 1/β into account through the partition
function Z Equation (1.1), and for simplicity we set the coupling J to unity, since
its only effect is to define the units of β. If the system has the same linear exten-
sion L in units of the lattice spacing in all d directions, the number of terms in Z
is 2L

d

. Hence, the partition function is difficult and often impossible to evaluate
analytically. We will get back to a way to work around this problem in Chapter
2.

In d = 1 dimensions and h = 0 the Ising model does not exhibit any phase
transition for T > 0, but in higher dimensions it does: Consider the model in
d > 1 with infinitely many spins N ≡ Ld →∞. At high temperatures and h = 0
there is no net magnetization,

M =
1
N

∑
i

si = 0, (1.14)

because the spins are not likely to point in any particular direction. Thermal
fluctuations ensure complete disorder among the spins. However, as the tem-
perature is lowered the system spontaneously starts to organize a continuously
growing majority of its spins either up or down when the critical temperature
TC is passed as shown in Figure 1.1 (a). Consequently, the system is said to
have a disordered and an ordered phase. The two phases can be predicted from
arguments regarding the free energy F = U−TS. At high temperatures T →∞,
maximization of the entropy S will always dominate over internal energy U = 〈H〉
in the system’s quest for minimum free energy. The highest entropy is obtained
by disordering the system and thus M(T → ∞) = 0. At T = 0 on the other
hand, when there are no thermal fluctuations, minimizing the Hamiltonian Equa-
tion (1.13) by ordering the system so that all spins point in the same direction
will minimize F . In d > 1 dimensions this ordering takes place at a nonzero
temperature.

In the Ising model, M is the order parameter describing which of the two
possible phases the system is in: The disordered with M = 0 or the ordered with
finite magnetization. Continuous phase transitions are characterized close to TC
by a power law dependence of the order parameter on the reduced temperature
τ ≡ (T − TC)/TC ,

M ∼ τβ (1.15)

where β is a critical exponent. The order parameter is not always known in a
given system, but β can still be found from relations to other critical exponents,
see section 2.5.

7



Chapter 1 Statistical mechanics

1.2.2 Landau theory

Given that a system indeed undergoes a transition from an ordered to an un-
ordered phase, Landau developed a theory describing the transition qualitatively
[19]. He expanded the difference in free energy F between the two phases of the
system in powers of the order parameter, keeping only the lowest order terms
consistent with the symmetries of the Hamiltonian,

∆F =
aτ

2
M2 +

u

4!
M4 + . . . (1.16)

If h 6= 0 in Equation (1.13), a linear term −hM has to be included, but since the
theory otherwise is written down as a phenomenological effective theory, the rest
of the parameters are considered free. We use the convention a, u > 0. Systems
with additional intrinsic symmetries could include more terms in the expansion
Eq. (1.16), such as the cubic M3. Now, by minimizing ∆F with respect to M
the equilibrium values of the order parameter are found. From Figure 1.2 (a) we
see that there is only one minimum when τ is positive, corresponding to the high
temperature phase with zero magnetization. As the temperature is decreased
and τ becomes negative, the M = 0 minimum developes into two minima, and
the system spontaneously chooses one of them. The up-down symmetry of the
system is broken accordingly.

h > 0

h = 0

M

∆F(b)

τ < 0

τ = 0

τ > 0

M

∆F(a)

Figure 1.2: Difference in free energy ∆F between to phases according to
Landau theory Equation (1.16) in zero (a) and finite (b) external field h. The
minima correspond to thermodynamically stable states. In (b) the reduced
temperature τ is negative.

In Figure 1.2 (b) τ is negative, and the system can be in either of two equally
probable states (solid line), but by turning on a finite h > 0 there will only be one
true minimum in ∆F (dashed line). In this way the system is forced to be in a
state with positive magnetization. If the system originally was in the negatively
magnetized state, it will make a discontinuous jump in M corresponding to a
first order phase transitition.
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1.3 Ginzburg–Landau theory

The Landau theory does not depend on the microscopic properties of the sys-
tem. The symmetries of the set of possible ordered phases is reflected in the free
energy expansion Equation (1.16), but the symmetries of the true Hamiltonian
is in general unknown. Additionally does the theory not depend on the lattice
on which we defined the Ising model Equation (1.13). One of the strengths of
the theory is that it treats correctly the importance of symmetry in the qualita-
tive aspects of critical phenomena. In the above introduction, we had a uniaxial
ferromagnet in mind, but any system with the same set of symmetries could in
principles be described by the same theory. This hints to the concept of univer-
sality.

1.3 Ginzburg–Landau theory

The Landau theory provides a qualitative description of phase transitions, but
its quantitative predictions for TC or the critical exponents are generally wrong
because the theory neglects the effect of fluctuations. A natural generalization
would be to allow the magnetization to depend on position,

M =
1
V

∫
dV m(r). (1.17)

Here, we have also allowed the space to be continuous and replaced the number
of lattice sites N with the volume V of the system. The simplest extension of
Landau theory to incorporate this position dependent order paramater m(r) and
fluctuations of it, is called the Ginzburg–Landau theory [20],

∆F =
∫

dV
[g
2
(∇m)2 +

aτ

2
m2(r) +

u

4!
m4(r) + . . .

]
. (1.18)

This theory has actually proved successfull, with small variations, as an effective
Hamiltonian for many different systems. So far, we have only considered a scalar
order parameter, but it could as well take a vector or a tensor to characterize
the order of the given system. In a superconductor, the order parameter is the
superconducting wavefunction

Ψ(r) = |Ψ(r)|eiθ(r) =
√
neiθ(r), (1.19)

where n is the density of Cooper pairs. Since this is a charged and quantum
mechanical phenomenon, we include the electromagnetic vector potential A into
the gradient term in the standard way

∇ → (−i~∇− 2eA), (1.20)

9



Chapter 1 Statistical mechanics

and also add a term proportional to |∇ ×A|2 in the effective hamiltonian. The
full Ginzburg-Landau theory for a superconductor reads

HSC =
∫

dV
[g
2
|(∇− iA)Ψ(r)|2 +

aτ

2
|Ψ(r)|2

+
u

4!
|Ψ(r)|4 +

κ

2
|∇ ×A|2 . . .

]
.

(1.21)

For simplicity, we have here rescaled A and the free parameters so as to absorb
Planck’s constant ~ and the charge 2e of the Cooper pairs.

There is actually a close connection between the statistical mechanics of Ginzburg–
Landau like theories and quantum field theories in one time and d spatial dimen-
sions at zero temperature. This can be realized by writing down the Feynman
path integral of a quantum mechanical problem and interpret it as the partition
function of a classical system in d+ 1 Euclidian dimensions [21].

1.3.1 Lattice regularization

The Ginzburg–Landau hamiltonian of Equation (1.21) is a contiumuum theory,
but for the following, and especially later for the computer simulations, it is
more convenient to reintroduce a lattice. That is, we let the order parameter
Ψ(r) → Ψi, so that it is only defined on lattice sites i = 1, ..., N separated by
a lattice constant a. Now, we have to replace the gradient term with a gauge
invariant lattice difference,

|(∇− iA)Ψ(r)|2 →
∑
µ

|Ψi+aµe−iAiµ −Ψi|2, (1.22)

where i + aµ is the lattice site situated next to site i in direction µ. The gauge
field here lives on the links of the lattice and is given by the line integral

Aiµ =
∫ i+aµ

i

dlAµ. (1.23)

The continuum is recovered if we let a → 0. For high TC superconductors it
is a well established approximation only to consider fluctuations in the phase of
the order parameter [22]. In this approximation, known as the London model,
we assume a condensate of Cooper pairs to exist by having a finite and constant
|Ψi| = |Ψ|, since in the end, it is not the depletion of Cooper pairs that is respon-
sible for destroying superconductivity. Increasing the temperature, large fluctu-
ations in the phase θ makes the condensate incoherent and non-superconducting
before |Ψ| vanishes. The right hand side of Equation (1.22) can thus be rewritten

|Ψi+aµe−iAiµ −Ψi|2 = |Ψ|2 [2− 2 cos(∆µθi −Aiµ)] , (1.24)

10



1.3 Ginzburg–Landau theory

where ∆µθi = θi+aµ − θi. To further simplify the model without changing any
qualitative properties, we drop constant terms in Equation (1.21) and set the
amplitude |Ψ| and lattice constant a to unity. The resulting effective lattice
Hamiltonian for superconductivity is

HLondon =
∑
i,µ

[
−g cos(∆µθi −Aiµ) +

κ

2
(εµνλ∆νAiλ)2

]
. (1.25)

We have here rewritten the curl in terms of the totally Levi–Civita tensor εµνλ.
By neglecting the gauge field, Equation (1.25) is nothing but the XY model, a
generalization of the Ising model Equation (1.13).

1.3.2 The two dimensional XY model

The Hamiltonian of the XY model,

HXY = −
∑
〈ij〉

si · sj (1.26)

is similar to the Ising model Equation (1.13), but the spins si are now vectors
of unit length, living in a continuous two dimensional spin space. Thus, the
Hamiltonian can be written

HXY = −
∑
〈ij〉

cos(θj − θj) = −
∑
i,µ

cos(∆µθi). (1.27)

The model can be generalized to have a position dependent bare phase stiffness,
which would appear as a coefficient Pij in front of the cosine terms (see Chapter
5, but at this point we only consider Pij = 1. If the lattice on which the spins
are situated is two dimensional (2D), the XY model is of special interest from
the perspective of phase transitions and critical phenomena because it has a
transition which is neither first order nor continuous.

According to Mermin and Wagner [23], there can never be long range order
at finite temperatures in two dimensional models with a continuous symmetry.
Specifically, for the 2DXY model the magnetization M = 0 for all nonzero tem-
peratures. At low temperatures there is quasi long range order, but at large
distances smooth spin waves eventually destroy the spins’ tendency to point in
the same direction. The spin–spin correlations decay algebraicly, a feature typ-
ical to the situation precicely at the critical temperature of a continuous phase
transition. This time however, the feature applies to all temperatures below a
certain value, the transition temperature TKT. In the high temperature limit on
the other hand, even short range order is absent due to large thermal fluctuations,
and the spin–spin correlations decay exponentially with distance.
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Chapter 1 Statistical mechanics

Figure 1.3: A pair of vortices in a two dimensional configuration of spins.
The rotation of the phase is opposite around each of the two centers, hence
there is no net vorticity. The pair can be viewed as a neutral configuration
of charges.

Separating the critical low temperature regime, with algebraic decay of correla-
tions, from the high temperature regime with exponential decay, there is a phase
transition where vortices start to proliferate. Vortices are topological objects
originating from the periodic nature of the phases in the Hamiltonian Equation
(1.27). To characterize the vortices, we use the vorticity q in a region around
which we integrate, ∮

dl · ∇θ = 2πq. (1.28)

The vorticity can be viewed as a positive or negative charge, and this can actually
be taken even more literally. In the next section we will demonstrate how the
2DXY model with periodic boundary conditions can be mapped onto a neutral
two dimensional Coulomb gas where the charges appear in pairs. A corresponding
pair of vortices is shown in Figure 1.3. Since the two vortices have opposite
rotation, there is no net vorticity, or charge, in this specific configuration of
spins.

The phase transition we mentioned is normally referred to as the Kosterlitz—
Thouless transition [17], and often Berezinskii is also added since he indepen-
dently contributed to the understanding of the mechanism [16]: The quasi long
range order at low temperatures is reflected by a finite stiffness, namely the he-
licity modulus Υµ, associated with twisting the phases. It is given by the second
order derivative of the free energy with respect to the total twist δ of the phases

12



1.3 Ginzburg–Landau theory

across the system in µ direction,

Υµ ≡
∂2F

∂δ2

∣∣∣∣
δ=0

=
1
N

〈∑
i

cos(∆µθi)
〉
− 1
NT

〈[∑
i

sin(∆µθi)
]2〉

. (1.29)

This quantity vanishes discontinuously as vortex pairs proliferate at the phase
transition. In a superfluid, Υµ is nothing but the superfluid density.

1.3.3 Mapping to the two dimensional Coulomb gas

In this section we will demonstrate a typical mapping for lattice models from a
phase representation to a form in which the models are given in terms of their
topological objects. Sometimes, this mapping is called a dualization, but follow-
ing the terminology of Savit [24], a dualization transforms the low temperature
region of a model into the high temperature region of its dual counterpart and
vice versa. In our particular case of the 2DXY model, this is only a part of the
mapping, and the temperature in the final model is directly proportional to the
temperature in the original. The topological objects are the vortices described
above, and in the end we will recognize these as point particles, or charges, in-
teracting through a Coulomb potential.

We begin with the partition function of the XY model

ZXY =
∫
Dθeβ

P
i,µ cos(∆µθi), (1.30)

where the phases are restricted to [0, 2π). The Villain approximation [25] is
applied to obtain

Z =
∫
Dθ

∑
{n}

e−
β
2

P
i,µ(∆µθi−2πni,µ)2 , (1.31)

and this is the only approximation we will make in the transformation. The
integer fields n ∈ (−∞,∞) have been introduced to take care of the periodicity
of the cosine. The next step is to do a Hubbard–Stratonovich decoupling where
every ni,µ is decoupled from ∆µθi at the prize of introducing a real valued field
vi,µ ∈ (−∞,∞) in the partition function,

Z =
∫
Dθ

∫
Dv

∑
{n}

e−
P
i,µ[ 1

2β v
2
i,µ−i(∆µθi−2πni,µ)vi,µ]. (1.32)

Now, we are able to calculate the sum over the integer fields, using the Poisson
summation formula,

∞∑
n=−∞

e2πinv =
∞∑

v̂=−∞

δ(v − v̂), (1.33)

13



Chapter 1 Statistical mechanics

so that the partition function takes the form

Z =
∫
Dθ

∑
{v̂}

e−
P
i,µ[ 1

2β v̂
2
i,µ−i∆µθiv̂i,µ], (1.34)

where the continuous v fields have been promoted to the integer fields v̂. A partial
summation and subsequent θ integration leaves us with

Z =
∑
{v̂}

′
e−

P
i,µ

1
2β v̂

2
i,µ , (1.35)

and the constraint ∆µv̂i,µ = 0, indicated by the prime in the sum, which we
solve by writing v̂i,µ = εµν∆ν ĥi. Note here that the new fields ĥ are also integer
valued and that they are situated on the vertices of a dual lattice1. The model is
now dual to the original 2DXY model, but following in the footsteps of Einhorn
and Savit [26, 24], we want to write Z in a form which displays explicitly the
topological excitations corresponding to vortices. By again using the Poisson
summation formula Equation (1.33) to replace ĥ with real valued fields h, we get

Z =
∫
Dh

∑
{m}

e−
P
i,µ[ 1

2β (∆µhi)
2−2πimihi], (1.36)

with the new integer fields m. Finally, we evaluate the integral over h and find

ZCG = Z0

∑
{m}

e−4π2β
P
i,j miV (rj−ri)mj . (1.37)

The interaction V (rj − ri) between the objects mi,mj at positions ri and rj is
the two dimensional lattice Green’s function given by

∆2
µV (rj − ri) = δij . (1.38)

Furthermore, Z0 is the partition function of the spin waves, which decouple from
the vortex excitations in this approximation. Focusing only on the qualitative
features of the model’s phase transition, we can safely ignore Z0 since it is the
proliferation of vortex pairs that is responsible for destroying the quasi short
range order.

The integer valued objects mi in ZCG correspond to the vortices in the orig-
inal 2DXY model Equation (1.30) and can be thought of as charges, since

1The dual lattice is shifted half a lattice spacing in each direction with respect to the original
lattice.
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1.3 Ginzburg–Landau theory

V (rj − ri) has the form of the Coulomb potential. To avoid divergence, we write
the Coulomb gas Hamiltonian as

HCG = 4π2

[∑
i 6=j

miV (rj − ri)mj + V (0)
(∑

i

mi

)2
]
, (1.39)

where the first sum is nonsingular. Now, we see that no configuration with∑
imi 6= 0 will contribute to the partition function since V (0) = ∞ [27], corre-

sponding to periodic boundary conditions in the 2DXY model. In other words,
only neutral configurations are possible.
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Chapter 2

Monte Carlo simulations

In the previous chapter we only demonstrated what we in principle are able to do
if we calculate the partition function Z, but we ignored the obvious difficulties
with performing this calculation. Using the Ising model Equation (1.13) in two
dimensions as an example, we soon run out of paper trying to write down every
term in the partition function as we let the number of lattice sites increase.
With 16 sites, there are 216 terms, but we are still far from the thermodynamic
limit that we are ultimately interested in. However, this particular model is
solved analytically by Onsager [28], and since most models can not be solved, the
2D Ising model is frequently employed as a benchmarking model for numerical
studies.

In the following we will review the numerical methods used in the studies
presented in Chapters 3, 4, and 5.

2.1 Monte Carlo integration

We employ Monte Carlo simulations to estimate thermodynamic quantities as in
Equation (1.2), but basically Monte Carlo methods are just a set of related tech-
niques for doing integrals. One of the simplest can be described by considering
the integral I =

∫ b
a
f(x)dx, illustrated as the shaded area in Figure 2.1 (a). In

order to estimate I, we randomly pick N values of x, uniformly distributed on
the interval [a, b). The estimator is then given by

Iest =
(b− a)
N

N∑
i=1

f(xi), (2.1)

and it is clear that in the limit N →∞ this will converge to the correct value of I.
The rate of convergence can however be slow, for instance if f(x) is relatively small
in large regions of the interval, as is the case in Figure 2.1 (b). For such a situation,
a natural improvement would be to divide the interval into the subintervals [a, c)
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Figure 2.1: The definite integral of a general function f(x) from a to b illus-
trated as the area below the graph (a). If the function has large variations
on the interval [a, b), the integration can be divided into subintervals [a, c)
and [c, b) (b).

and [c, b) and instead calculate

Iest =
c− a

N1

N1∑
i=1

f(xi) +
b− c

N2

N2∑
i=1

f(yi), (2.2)

using N1 samples xi from the first interval and N2 samples yi from the second.
This is a simple version of the principle called importance sampling where we try
to sample from a nonuniform distribution favoring the most important regions in
our integral. A more precise formulation of the method would be to write

Iest =
∑
i

p−1(xi)f(xi), (2.3)

i.e. we sample from a probability distribution p(x) and weight the terms in the
estimator accordingly.

2.2 Simulating thermodynamics

At this point we go back to our original goal, namely to estimate expectation val-
ues of thermodynamic quantities 〈O〉 Equation (1.2). Both the partition function
Z and 〈O〉 are essentially integrals that can be estimated by the same methods as
for I. The variables here are the configurations, or states, ψ consisting of many
degrees of freedom and therefore making the integrals harder to estimate than I
which has only one single degree of freedom, x. Still, the Monte Carlo methods
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2.2 Simulating thermodynamics

are well up to this task. The estimator takes the form

〈O〉est =

∑
i p

−1
ψi
Oψie

−βHψi∑
i p

−1
ψi

e−βHψi
. (2.4)

If the distribution pψi from which we pick the sample configurations ψi is chosen
equal to the Boltzmann weight,

pψi = e−βHψi , (2.5)

then the estimator takes the particularly simple form

〈O〉est =
1
N

∑
i

Oψi . (2.6)

Here, the sample distribution has cancelled the Boltzmann weights so that neither
of them explicitly appear in the calculation.

2.2.1 The Metropolis algorithm

The next important issue in a Monte Carlo simulation is how we should efficiently
generate the samples ψi. We do this by choosing a dynamics so that the system
can evolve in discrete time steps ti from state to state. Generally this dynamics
has little in common with actual physical dynamics, it is only chosen with the
purpose of effectively generating new states distributed according to pψi . Con-
sequently, the Monte Carlo time ti is not a physical time scale. Usually, the
dynamics is also chosen so that the corresponding series of states ψi is a Markov
chain, and therefore this family of methods is often called Markov chain Monte
Carlo methods. A sequence of states is a Markov chain if the probability of mov-
ing to a proposed state is only dependent on that state and on the present state,
and not on any of the preceding history of states. The most commonly used
recipe for the dynamics is the Metropolis–Hastings algorithm [29], in physics nor-
mally only known as the Metropolis algorithm after its first appearance [30]. We
have almost exclusively used this algorithm, however the Multicanonical sampling
method [31, 32] was tried at one point during the work of chapter 4 and turned
out not to be working very well with that particular model. In Figure 2.2 we sum-
marize the Metropolis–Hastings algorithm applied to the Ising model Equation
(1.13). In the algorithm, two important conditions are fulfilled for the Markov
chain, namely the accessibility assumption and the principle of microreversibility
[33]. The former demands that it must be possible to reach any configuration
of the system from a given starting point through a finite number of iterations.
Microreversibility on the other hand is the following requirement,

pψkPψk→ψl = pψlPψl→ψk , (2.7)
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Chapter 2 Monte Carlo simulations

1. In a configuration ψk choose a site i whose spin vari-
able si is to be updated.

2. Propose a change, in this case flip the spin si → −si
to obtain a new configuration ψl.

3. Calculate the energy change ∆H = Hψl −Hψk .

4. Calculate the acceptance probability Pψk→ψl =
e−β∆H (if e−β∆H > 1, set Pψk→ψl = 1).

5. Generate a random number r such that 0 < r ≤ 1.

6. If r ≤ Pψk→ψl accept the proposed change, else keep
the initial configuration ψk.

7. Go to 1.

Figure 2.2: The Metropolis–Hastings algorithm. One iteration is called a
Monte Carlo step, and going through every site in the lattice once is one
Monte Carlo sweep. We define the Monte Carlo time in units of one sweep.

where Pψk→ψl is the transition probability between two states ψk and ψl. This is
sometimes also called detailed balance. The factor pψk is the desired probability
of being in state ψk. Provided that Pψk→ψl meets the condition Equation (2.7),
it can be shown that the probability of the system being in state ψk at time tn
converges with increasing n to the Gibbs probability exp(−βHψk)/Z.

2.3 Reweighting

Temperature is normally an input parameter in our simulations, but it is not
allways known in advance which temperature is the most interesting. Quantities
such as specific heat and the other moments of the energy (Equations (1.10–
1.12)), or internal energy histograms may change dramatically as phase transi-
tions are approached – we will encounter this behaviour repeatedly in the models
investigated in this work. A helpful tool in this respect is reweighting, a set of
techniques for utilizing fluctuations in a system around some mean at a specific
temperature to gain insight into nearby temperatures [34]. It can be thought of
as an advanced form for inter- and extrapolation.
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Figure 2.3: The heat capacity of one of the models investigated in this work.
The bold data point is calculated directly from data measured during simu-
lations at that temperature. All the other points are reweighted from that
single simulation run.

The basic principle of the reweighting we have used is to store the time series
(Markov chains) of energies and observables during a simulation. From Equations
(1.2) and (2.6) we know how to estimate the expectation value of an observable
O at the particular temperature T1 = 1/β1 the simulation was run:

〈O〉β1 ≡
1
Zβ1

∑
{ψ}

Oψe−β1Hψ ≈ 1
N

∑
i

Oi. (2.8)

An estimate of the same observable at a slightly different temperature T2 = 1/β2

can be found from the original set of data by the following derivation. Consider
the somewhat strange observable O exp[−(β2−β1)H] with the expectation value

〈Oe−(β2−β1)H〉β1 =

∑
ψ

[
Oψe−(β2−β1)Hψ

]
e−β1Hψ

Zβ1

≈ 1
N

∑
i

Oie−(β2−β1)Hi ,

(2.9)
and yet another observable exp[−(β2 − β1)H] with expectation

〈e−(β2−β1)H〉β1 =

∑
ψ

[
e−(β2−β1)Hψ

]
e−β1Hψ

Zβ1

≈ 1
N

∑
i

e−(β2−β1)Hi . (2.10)

Note that the latter equation is nothing but the ratio Zβ2/Zβ1 . Combining Equa-
tions (2.9) and (2.10) we obtain the following estimate for O at T2,

〈O〉β2 =

∑
ψ Oψe−β2Hψ

Zβ2

≈
∑
iOie

−(β2−β1)Hi∑
i e−(β2−β1)Hi

, (2.11)
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that is, an estimate based only upon measurements made at temperature T1. An
error analyzis is given in the next section, but we mention briefly here that errors
increase when the distance |β2 − β1| increases. As a rule of thumb, the energy

H/V

a.
u
.

21.81.61.41.210.80.6

Figure 2.4: Energy histograms from a Monte Carlo simulation for three dif-
ferent temperatures. In the top panel, only the histogram in the middle is
actually obtained from simulations, whereas the other two are calculated from
the former through reweighting. In the lower panel, direct measurements for
all three temperatures are showed.

histograms for the system at T1 and T2 should have substantial overlaps. In
Figure 2.4 we see that the reweighting is satisfactory as long as the energy fluctu-
ations of the original data provides information on the energies in the reweighted
histograms. Originally the method was expressed in terms of these histograms
instead of the Markov chains of Hi and Oi directly. The drawback then is that
observables have to be functions of the energy, whereas in the present formulation
H and O are both functions of the configuration.

2.3.1 Multiple histogram reweighting

In our work, we have used a more advanced version of reweighting though the
underlying principles are the same. The multiple histogram reweighting by Fer-
renberg and Swendsen [35] improves the quality of the estimates by combining
data in time series obtained from simulation runs at several different temper-
atures, see Figure 2.5. This involves solving a set of nonlinear equations self
consistently, and can be quite tricky to implement properly. Fortunately we have
been provided with a software package developed by Rummukainen (first used in
Reference [36]) which has been highly appreciated in several works of our research
group for almost a decade.
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Figure 2.5: The heat capacity of the same system as in Figure 2.3. This time,
all the bold points where simulated and combined to produce the significantly
improved intermediate points by using multiple histogram reweighting.

Additionally, we have lately used a related method implemented by Hove [37],
aimed at calculating the density of states g(H), from which we can derive ex-
pectations of essentially all thermodynamic observables O as long as they can be
written in terms of the energy H,

〈O〉β =
∑
H O(H)g(H)e−βH∑

H g(H)e−βH
. (2.12)

The free energy is given by

F (T ) = −T ln
[∑
H

g(H)e−βH
]
, (2.13)

and from this, moments of the energy can be derived through Equations (1.10–
1.12).

In principle the two methods should yield the same results when analyzing
identical Markov chains of simulation data, and they have similar limitations. A
simulation performed at a given finite temperature does not provide information
of the full range of energies in g(H), and insight into which energies are covered
can again be found in the energy histograms of the raw data. However, the
density of states method does not fail as easy if there are insufficient overlaps
between some of the raw histograms involved, as is the case in the process of
solving sets of nonlinear equations in the multiple histogram method.

23



Chapter 2 Monte Carlo simulations

2.4 Error analysis

An important part of calculating estimates or taking measurements in physics,
is to estimate corresponding errors. For a set of N uncorrelated measurements
O1, O2, O3, ..., ON , the error is just the standard error estimated from the sample
variance S2,

δ〈O〉est =
√
S2/N =

√∑N
i=1(Oi − 〈O〉est)2
N(N − 1)

. (2.14)

In typical Monte Carlo simulations however, the samples are highly correlated
due to their originating Markov chain. The degree of correlation can be quantified
through the autocorrelation function

φ(t) =
〈Os+tOs〉 − 〈O〉2

〈O2〉 − 〈O〉2
, (2.15)

where Os is a sample taken from a simulation at Monte Carlo time s. In a Markov
chain φ(t) is proportional to exp(−t/t̃) for large t. Close to a critical point the
characteristic time t̃ can be very large, and in fact in the thermodynamic limit
it diverges as TC is approached. This phenomenon is known as critical slowing
down. Large correlation times can cause problems in two respects. First of all,
when we start a simulations, we want the system to thermalize, that is we want the
system to relaxe and fluctuate around its global energy minimum. The number
of Monte Carlo sweeps required to reach such a situation depends on the initial
conditions as well as on the autocorrelation time t̃. There is no general recipe
for determining the relaxation time, but a pragmatic way is to start sampling
from the beginning of the simulation, and then in the post processing stage try
to exclude a various number of the first samples before calculating the means.
Provided that the simulation has been run for a sufficiently long total Monte Carlo
time, an appropriate number of samples have been excluded when an estimate
〈O〉est does not seem to depend appreciably on further increasing the number
of excluded samples. It should be noted here that there may be more than
one relaxation time in the problem. Various observables may therefore require
different thermalization times.

2.4.1 Correlated measurements

The second problem of a large correlation time, is that the error can no longer
be calculated directly from Equation (2.14). Several methods exist for taking
correlations into account, but we will focus on the jackknife method [38], where
the full data set of N samples is divided into M subsets {ϕ1, ϕ2, ϕ3, ..., ϕM}.
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2.5 Finite size scaling

From these subsets we calculate M − 1 estimates

〈O〉j =
M

(M − 1)N

∑
i 6∈ϕj

Oi (2.16)

where the samples in subset ϕj are excluded from the sum. Along with the mean
of the complete set,

〈O〉est =
1
N

N∑
i=1

Oi, (2.17)

we can then calculate the error estimate

δ〈O〉est =

√√√√M − 1
M

M∑
j=1

(〈O〉j − 〈O〉est)2. (2.18)

Each subset ϕj should contain measurements taken over a time interval much
larger than t̃. A simpler method only for finding simple averages of the sampled
quantities O is simply to consider the means

Qj =
M

N

∑
i∈ϕj

Oi (2.19)

of each subset as uncorrelated stochastic variables, calculate the estimator 〈O〉est
based on these Qj , and then use the expression for sample variance Equation
(2.14) with O replaced by Q. However, we often want to calculate complicated
and nonlinear functions of the sampled quantities, for instance in the process
of reweighting. This can be done quite straightforwardly using the estimates
Equations (2.16) repeatedly as arguments of the functions, and calculating the
corresponding errors of the function using Equations (2.18) this time with O
replaced by the function itself.

2.5 Finite size scaling

Ultimately, when we do simulations we hope to apply the results to physical
systems in the thermodynamic limit, but external limitation such as storage
capacity and computer performance obviously limit the size of the simulated
systems. Addititionally there are intrinsic properties of the models that restrict
us from studying too large numerical grids: The above mentioned critical slowing
down in the vicinity of phase transitions grows increasingly severe when increasing
the system size and there will consequently be more correlations in the Markov
chain. Hence, the statistics will deteriorate due to the larger correlations, forcing
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Chapter 2 Monte Carlo simulations

us to raise the number of Monte Carlo steps. This trade-off between large systems
versus accurate statistics is allways an important issue in Monte Carlo methods.

To exploit the information in results from finite systems, we do finite size
scaling. That is, we look for scaling behaviour in observed quantities when varying
the system size L. It turns out that close to critical points many thermodynamic
quantities obey power-law dependence on the system size because the correlation
length ξ diverges as τ−ν , but is limited by L in a finite system. The exponents
in these power-laws can be related to critical exponents such as β in Equation
(1.15). Estimates of the critical exponents can in turn be used to classify the
nature of a phase transition.

A full treatment of the subject should involve the renormalization group theory
[39], but in the present works this has not been directly touched, and the reader
is referred to the literature, see e.g. References [12, 40, 33]. Instead we turn to
Widom’s homogeneity postulate [41] that the singular part of the free energy Fs
obeys the following relation,

Fs(λaτ) = λFs(τ), (2.20)

where λ is an arbitrary scaling factor and a is an unknown constant. Since we
want an expression for the scaling of Fs with respect to L, it is natural to choose
λa = L1/ν to obtain the explicit L-dependence as τ → 0,

Fs(τ, L) = L1/(aν)Fs(L1/ντ). (2.21)

From Equations (1.9) and (1.11), we know that the heat capacity CV is propor-
tional to the second derivative of the free energy with respect to temperature, so
the leading behaviour close to TC can be found from

CV ∝
∂2Fs
∂τ2

= L2/ν+1/(aν)F(L1/ντ). (2.22)

F(x) is just some derivative of Fs and analytical in x. The singular part of
the heat capacity is normally given as CV ∼ |τ |−α, and from this we identify
a = 1/(2 − α). Thus, by measuring CV at TC for different system sizes, we can
extract the ratio α/ν from

CV ∝ Lα/ν . (2.23)

Similar scaling arguments for other thermodynamic quantities lead to a set
of relations coupling the corresponding exponents, and from the hyperscaling
relation,

dν = 2− α, (2.24)

we can calculate α and ν. However, hyperscaling is known to be violated in
certain systems [18].
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Figure 2.6: The heat capacity of a system with a phase transition in the
3DXY universality class. Equation (2.23) predicts that the peak should be
close to constant when increasing the system size, since α is very small and
even slightly negative. However, finite size effects in the nonsingular part of
CV obscure this behaviour for small L.

2.5.1 The third moment of the energy

When the α exponent is close to zero, or even slightly negative as in the 3DXY
model1, reliable results are hard to obtain from CV due to significant deviations
from scaling in small systems. Equation (2.23) is asymptotically correct, but as
shown in Figure 2.6, the heat capacity can actually increase with L because the
analytic background dominates over the singular part for small L. In References
[13, 14] Sudbø and coworkers presented a solution to this problem by, rather than
computing CV , using the third moment of the energy Equation (1.12),

M3 ≡
∂3Fs
∂τ3

= L(1+α)/νF ′(L1/ντ), (2.25)

shown in Figure 2.7. Here, it is the peak-to-peak height (∆M3)height that scales
as L(1+α)/ν , and linear background terms will cancel as a result of subtraction.
AdditionallyM3 provides a direct measure for the only length scale in the problem
through the peak-to-peak width, which scales according to

(∆M3)width ∝ τ ∼ L−1/ν . (2.26)

The hyperscaling relation Equation (2.24) is no longer needed since M3 provides
independent measures for α and ν.

1High precicion measurements yield α ' −0.0146(8) [42].
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Figure 2.7: The third moment of the energy, corresponding to the L = 8
data for the heat capacity in Figure 2.6.

2.5.2 Beyond continuous transitions

So far, we have only considered continuous transitions in our finite size discussion.
Berezinskii–Kosterlitz–Thouless transitions are different in that there is no single
temperature where the correlation length ξ diverges. Instead, we stated in section
1.3.2; the entire low temperature phase is critical, and there exists no local order
parameter we can monitor. Still, a finite size analysis is useful and often the
helicity modulus Υµ Equation (1.29) has been used to estimate the transition
temperature through finite size deviations from its bulk form [43, 44]. In full
analogy, the inverse dielectric constant ε−1 has been used in the two dimensional
Coulomb gas [27, 45, 46]. More conclusive evidence from Monte Carlo simulations
for the very existence of a Berezinskii–Kosterlitz–Thouless in a model, is hard to
find, but a novel method was proposed by Minnhagen and Kim in Reference [47].
We have further developed the method and we will come back to this in Chapter
3.

At a first order transition there are two or more noncritical phases coexisting,
and no ordinary diverging correlation length is associated with the switching be-
tween them, even though quantities such as the heat capacity diverge. However,
it is possible to consider first order transitions as limiting cases of continuous
transtitions [48, 49] where finite size scaling still makes sense. The critical expo-
nents then attain corresponding limiting values, in particular α = 1 and ν = 1/d.
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2.6 The Lee–Kosterlitz method

2.6 The Lee–Kosterlitz method for first order
transitions

Finite size scaling and determination of the critical exponents as described above,
may give a good indication on the nature of a phase transition. Yet, a more di-
rect approach put forward by Lee and Kosterlitz [50, 51] allows us to be more
definitive about the nature of the transitions after analyzing Monte Carlo data.
The idea is to identify and do finite size scaling of the domain wall energy be-
tween the coexisting phases at a first order transition. The domain walls have
a surface tension corresponding to a free energy barrier ∆F (L), which vanishes
for continuous transitions whereas it scales as Ld−1 at a first order transition
provided that L is sufficiently large.
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Figure 2.8: The Monte Carlo time series of the energy (a) indicates that
there are two coexisting phases between which the system jumps. The raw
histogram of the data (b) can be reweighted to a nearby temperature (c)
where the two peaks are of the same height, corresponding to the transition
temperature. Finite size scaling of the barrier height between the two phases
will then determine the nature of the phase transition.

To calculate ∆F (L) we again turn to the energy histograms we referred to in the
context of reweighting in section 2.3, and again reweighting itself is a valuable
tool. For long simulations, these histograms directly estimate the probability
distribution PL,T (H) for the energy H at a given system size and temperature.
Two coexisting phases are reflected by two peaks in PL,T (H) which are of the
same height precicely at the transition temperature. Generally we do not know
that exact temperature, but the histograms can then be reweighted, and from
the equal height histogram ∆F (L) can be found as

∆F (L) = ln
(
PL,T (HP)
PL,T (HM)

)
. (2.27)

Here, HP is the energy of one of the two pure states for which PL,T (H) has a
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maximum, and HM is the mixed state energy corresponding to the minimum
between the two peaks in the histogram as shown in Figure 2.8.
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Chapter 3

Logarithmic plasmas in two and three
dimensions

In the papers [1, 2] we study a closely related model of the Ginzburg–Landau
model Equation (1.18), with focus on three dimensions arising out of a quantum
mechanical problem in two spatial dimensions as briefly discussed in section 1.3.
The study is motivated by the work in References [52, 53] where a Berezinskii–
Kosterlitz–Thouless phase transition is proposed in a matter coupled compact
U(1) gauge theory. This is hoped to be applicable to the proposed phenomenon
of spin–charge separation in strongly correlated electron systems at zero temper-
ature.

3.1 Strongly correlated electron systems

Many of the properties of high temperature superconductors can not be described
by the successful theory of Bardeen, Cooper, and Schrieffer [54] for the conven-
tional superconductors. The main issue is the strong Coulomb repulsion between
the electrons with resulting breakdown of fermi liquid theory in the non super-
conducting phases of cuprate superconductors. For a better understanding of the
cuprates, the physics of Mott insulators is considered to be crucial.

3.1.1 The Hubbard model

An appearantly simple model accounting for the strong electron repulsion, is the
Hubbard model,

H = −t
∑
〈i,j〉,σ

C†
iσCjσ + U

∑
i

ni↑ni↓ + H.c., (3.1)

in the large U/|t| limit. C†
iσ and Cjσ are the usual creation and destruction

operators for electrons with spin σ =↑, ↓, and niσ = C†
iσCiσ is the number of

electrons at lattice site i with spin σ. As U/|t| → ∞, double occupancy of a
lattice site is prohibited even if the electrons are of opposite spins, as illustrated in
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Figure 3.1: Possible dynamics of the large U/|t| Hubbard model. Hopping
to an occupied site is not allowed even if the electrons have opposite spins.

Figure 3.1. At half filling this limit of the Hubbard model is a nearest neighbour
Heisenberg antiferromagnet, believed to be an effective model for the parent
compound of the cuprate superconductors, La2CuO4. The ground state of the
system is a Mott insulator, but doping may introduce new phases. The crystal
of La2CuO4 has a layered structure of essentially independent square Cu lattices
on which the low energy electron dynamics takes place [55]. In the U/|t| → ∞
limit we write the hamiltonian

H = −t
∑
〈i,j〉,σ

C†
iσCjσ + H.c., (3.2)

where we now have the additional constraint∑
σ

C†
iσCiσ ≤ 1, (3.3)

expressing the prohibition of double occupancy. Instead of dealing with this
inequality, we represent the electron operators by

C†
iσ = f†iσbi,

C†
iσ = fiσb

†
i ,

(3.4)
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3.1 Strongly correlated electron systems

called the slave boson method.
The operators f†iσ and b†i create a chargeless fermionic spin and a spinless

bosonic hole respectively, and the constraint consequently takes the form of an
equality,

Qi|Φ〉 ≡
∑
σ

(f†iσfiσ + b†i bi)|Φ〉 = |Φ〉, (3.5)

i.e. the site i is either occupied by a fermionic spin or else it is a positively
charged hole.

C†
i↑ bi

f†i↑

Figure 3.2: Slave bosonization where an electron is represented as the com-
posite particle of a spinon carrying the spin and a holon carrying the charge.

3.1.2 Effective lattice gauge theory

In order to do statistical mechanics we want the partition function Z, and this
we find as a Feynman path integral over Grassmann and complex fields f and b
respectively [21, 56],

Z =
∫
Df∗DfDb∗Db

∏
i,τ

δ(Qi − 1) exp
{
−

∫ β

0

dτ

[ ∑
〈i,j〉,σ

(
f∗iσ(∂/∂τ)fiσ + b∗i (∂/∂τ)bi + H.c.

)
+H

]}
,

(3.6)

where we have incorporated the constraint Equation (3.5) in the theory through
the factors

∏
i,τ δ(Qi − 1). H is the hamiltonian of Equation (3.2) and τ is

imaginary time. We then use Abrikosov’s trick of writing

δ(Qi − 1) =
∫ π

−π

dλi
2π

e−iλi(Qi−1), (3.7)

so that the partition function can be written

Z =
∫
Df∗DfDb∗DbDλ exp

{
−

∫ β

0

dτ[ ∑
〈i,j〉,σ

(
f∗iσ(∂/∂τ)fiσ + b∗i (∂/∂τ)bi + iλi(Qi − 1) + H.c.

)
+H

]}
.

(3.8)
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The important feature here is that the original constraint Equation (3.3) appears
in the theory in the form of a compact gauge field λi ∈ [−π, π). After decoupling
the quartic fermion terms in H by a Hubbard–Stratonovich transformation [57],
the fermion sector can be integrated out. Left is a theory of a compact gauge
field coupled to a bosonic field with the fundamental charge. A simplified model
believed to capture the essential physics is the abelian Higgs model with a com-
pact U(1) gauge field A fundamentally1 coupled to a bosonic U(1) matter field
Ψ = |Ψ|eiθ defined on a Euclidian (2+1) dimensional lattice [58]. In the London
limit, we may write the effective hamiltonian

H = −
∑
i,µ

[
cos(∆µθi −Aiµ) + κ cos(εµνλ∆νAiλ)

]
. (3.9)

The charge part in the underlying theory is represented by the matter field,
whereas the constraint is fulfilled by fluctuations in the gauge field. We want to
see if the model can support spin–charge separation in a so-called confinement–
deconfinement transition, since a frozen gauge field would correspond to inde-
pendent dynamics of the slave fermions and bosons. It should be mentioned here
that this is also closely related to the issue of quark confinement in high energy
physics [59].

It has long been established that a pure compact gauge theory without matter
fields sustains a permanent confining phase in three dimensions [60]. Such a
theory supports stable topological defects defined by surfaces where the field
jumps by 2π, forming a gas of space-time instantons. These are point like objects
interacting through a 1/r potential, analogous to a three dimensional Coulomb
gas where the charges are always in a metallic phase due to Debye screening. If
matter fields are present the fate of the instantons is however less clear. It has
been argued that this does not destroy the permanent confinement [58, 59], but
there has been much controversy on this point [61, 62, 63, 52, 53, 64, 65, 66, 67,
68].

In References [52, 53] a duality transformation is demonstrated for the model
Equation (3.9) where the theory is expressed in terms of the gauge field instantons
qi,

H =
1
2

∑
i,j

qiVijqj . (3.10)

On a d = (2 + 1) dimensional lattice the interaction can be expressed through a
discrete Fourier transformation,

Vij ≡ V (rj − ri) =
4π2

Nad

∑
k

eik·(rj−ri)

[2(d−
∑d
α=1 cos kαa)]d/2

. (3.11)

1The fundamental charge e = 1 is omitted but would appear in the theory in the coupling
term cos(∆µθi − eAiµ).
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Here, the presence of a matter field has modified the interaction from ∼ 1/r in
the pure gauge theory to an anomalous − ln r interaction in the matter coupled
version. This is very similar to the two dimensional Coulomb gas of section 1.3.3
which is known to exhibit a Berezinskii–Kosterlitz–Thouless phase transition.
Furthermore, renormalization group arguments are used to indicate that also
the three dimensional logarithmic gas may undergo a phase transition of this
type. A phase transition in such a system would correspond to a proliferation
of space-time instantons in the gauge theory Equation (3.9). This is in turn
hoped to serve as a possible mechanism for spin–charge separation through a
confinement–deconfinement transition in strongly correlated systems.

As a remark, it should be mentioned that if the matter field carries a charge
other than the fundamental e = 1, the situation is very different, and the model
is known to have a continuous phase transition [14].

3.2 Numerical studies of a metal–insulator transition

The two dimensional Coulomb gas has enjoyed much attention over the last
decades, see e.g. References [69, 70, 45, 27, 46, 71], and can therefore be consid-
ered as a model with well known properties. A review of the model is given in
Reference [72]. Due to its similarities with our three dimensional logarithmically
interacting gas of instantons, we have studied these two models simultaneously
for direct comparison and benchmarking purposes. Additional comparisons with
the three dimensional Coulomb gas have also been made.
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Figure 3.3: In the two dimensional Coulomb gas, dipoles unbind in a
Berezinskii–Kosterlitz–Thouless phase transition to form a metallic plasma.

Screening of the interaction potential is the essential property responsible for
a phase transition in the two dimensional Coulomb gas. A finite screening length
means that the system is a metallic plasma. On the other hand, since dipoles can-
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not screen the Coulomb potential [73], a system initially consisting of dipoles will
be in a stable dielectric phase where opposite charges are tightly bound in pairs.
In two dimensions these pairs break and unbind at a finite temperature through
the Berezinskii–Kosterlitz–Thouless phase transition, whereas there is only one
stable phase in the three dimensional Coulomb gas. A permanent metallic phase
in the latter model corresponds by duality to the permanent confinement of the
pure U(1) gauge theory [60].

3.2.1 Polarizability

The theorem that dipoles cannot screen does however not apply to the logarith-
mic potential in three dimensions. This warrants numerical investigations, and in
Reference [1] we use Monte Carlo simulations to investigate the screening proper-
ties of such a system. Information on this is provided by the dielectric constant,
given in a low density approximation as

ε = 1 + ndΩdp, (3.12)

where nd is the dipole density and Ωd the solid angle in a d dimensional system.
The polarizability p is proportional to the mean square separation 〈s2〉 between
the charges in a dipole, and by focusing on this quantity in the simulations we can
determine wether the system is a dielectric or a metal. For the two dimensional
Coulomb gas, the behaviour of 〈s2〉 to leading order in L can be found using a
low density argument [17] yielding

〈s2〉 =


Const. ; T < TKT

aL(T−TKT )/T ; TKT < T < 2TKT
bL2 ; 2TKT < T.

(3.13)

Here, the prefactors a and b are unimportant, whereas the constant for T < TKT
is of the order of the lattice constant. Even though the screening effects were
neglected in this calculation, the conclusion still holds – the only correction due
to screening in the above result is in value of the transition temperature TKT
[17]. Monte Carlo simulations confirmes this behaviour in two dimensions, and
the three dimensional logarithmic gas shows a remarkably similar behaviour, see
Figure 3.4.

These results demonstrates clearly the existence of two different temperature
regimes in the models. The scaling with L of the polarizability has a nonanalytic
change at some intermediate temperature, and there must therefore be a phase
transition separating the two regimes. The nature of the transition can however
not be determined from the above, and further investigations are necessary. This
will be presented in the next section.
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Figure 3.4: Results from Monte Carlo simulations showing two distinct tem-
perature regimes in both models for the mean square dipole moment 〈s2〉.

3.2.2 Numerical evidence of a Berezinskii–Kosterlitz–Thouless
transition

A Berezinskii–Kosterlitz–Thouless phase transition is characterized by a univer-
sal jump to zero in some generalized stiffness parameter [16, 17]. In the 2DXY
model, this is the helicity modulus Υµ (Equation (1.29)), whereas the inverse
dielectric constant ε−1 is the corresponding quantity in the two dimensional
Coulomb gas. Due to the finite sizes used in computer simulations, it is diffi-
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Figure 3.5: The inverse dielectric constant ε−1(k) as a function of the
temperature T , using the smallest possible wave vector in a finite system,
k = 2πêy/L.

cult to prove a dicontinuity in ε−1 or Υµ on numerical grounds. The plots in
Figure 3.5 shows that the drop towards zero gets steeper as the system size is in-
creased, but this alone does not guarantee a discontinuity in the thermodynamic
limit. Yet, a simple and elegant method to prove this characteristic feature in
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such phase transitions from Monte Carlo simulations, was recently put forth by
Minnhagen and Kim [47]. They considered the 2DXY model and its helicity
modulus Υµ, defined by Equation 1.29. This is the coefficient of the second order
term in a free energy expansion in an imposed phase twist: An arbitrarily small
perturbation δ that inreases the free energy. Since only even order terms are
nonzero in this expansion, the next term is of fourth order and the expansion can
be written

∆F = F (δ 6= 0)− F (δ = 0) = π2 δ
2 + π4 δ

4 + ..., (3.14)

where π2 ∝ Υµ. The simple argument is that if the fourth order coefficient
can be proven to be finite and negative at the transition temperature in the
thermodynamic limit, then the helicity modulus has to be finite and positive in
order to maintain stability of the system. If Υµ goes to zero at the transition, it
necessarily cannot do so in a continuous fashion.
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Figure 3.6: For the two dimensional Coulomb gas, the coefficient ε4 of the
fourth order term in the free energy expansion is finite and negative at the
transition temperature. In the left panel ε4 is plotted for increasing system
size and the depth decreases monotonically with L.

We have applied the same stability argument to our logarithmically interacting
plasmas in two and three dimensions, and derived the following coefficients in the
corresponding free energy expansion [2]. The second order term is proportional
to the inverse dielectric constant,

ε−1(k) = 1− Vk

L3T
〈qkq−k〉, (3.15)

and the fourth order term is proportional to

ε4(k) ≡ 1
T 3

(
〈qkq−k〉2 −

1
2
〈(qkq−k)2〉

)
. (3.16)
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Vk and qk are the interaction and point charge respectively, given in the Fourier
representation defined by fk =

∑
k f(r) exp(ik · r). Some care had to be taken in

the choice of perturbation in order to make the change in free energy Equation
(3.14) nondivergent as L→∞. In our choice k, is either of the d smallest possible
vectors k = 2πêµ/L in the given system.
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Figure 3.7: The depth of the fourth order coefficient vanishes in the thermo-
dynamic limit for the 3DCG model (ε4 is divided by L2 in order to obtain
the corresponding nondivergent quantity in this case). In the logarithmically
interacting model, no such conclusions can be drawn.

For the two dimensional Coulomb gas, we confirm the results obtained in Ref-
erence [47]. The results (Figure 3.6) are similar to those for the 2DXY model,
and thus establish the discontinuous character of the inverse dielectric constant
based on finite size scaling of ε4. The minimum of the fourth order coefficient can
safely be associated with the phase transition where ε−1 goes to zero. By plot-
ting the corresponding temperature against 1/L and extrapolating to the limit
L→ 0, we can estimate the transition temperature TKT , but the convergence to
the known value of TKT is however slow and the method is consequently not very
precise.

The Berezinskii–Kosterlitz–Thouless characteristic of a discontinuous jump in
the inverse dielectric constant for the three dimensional logarithmic gas can not
be ruled out. Unfortunately though, the feature turns out to be hard to prove or
disprove from computer simulations alone. The fourth order term has the same
characteristic shape as for the 2DCG model, and scaling of the depth is shown in
Figure 3.7 along with results from simulations of the three dimensional Coulomb
gas. In the latter case, the depth of the corresponding quantity ε4/L

2 vanishes
in the thermodynamic limit whithout any doubt. However, the results from the
three dimensional logarithmic gas are inconclusive and either improved methods
or larger system sizes are required.
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Chapter 4

Deconfined criticality

In this chapter we use the term deconfinement in a somewhat different meaning
than that of spin–charge separation in Chapter 3. We will however still be con-
cerned with the physics of Mott insulators in two spatial dimensions in search for
better understanding of the cuprate superconductors, but the approach will be
different. Materials such as La2CuO4 and Cs2CuCl4 feature states with an odd
number of S = 1/2 spins per unit cell, but can also dimerize so that each unit cell
consists of two S = 1/2 spins, spontaneously breaking the lattice symmetry [74].
It is the dimerization of spins that in this specific context is named confinement.
These states are paramagnetic valence bond solids and may exhibit a gap to spin
excitations.

In paper [3] we study an effective model proposed by Senthil and coworkers
[74, 75, 76] for the transition from a quantum Heisenberg antiferromagnet with
Néel order to a dimerized spin gap state on a two dimensional square lattice.
They claim that this order–order transition is continuous, in contradiction to
what would be expected from the Landau–Ginzburg–Wilson framework for phase
transitions. The antiferromagnetic Néel order corresponds to a broken SU(2)
symmetry in spin space, whereas the valence bond solid state breaks the discrete
translational symmetry in real space. According to the Landau–Ginzburg–Wilson
paradigm a transition between two such ordered states must either be of first
order, or there must be an intermediate disordered region. However, quantum
interference effects can obscure this picture and the confining order of the two
phases may be separated by a critical region where the order parameters are
deconfined.

4.1 Square lattice antiferromagnet

The quantum Heisenberg antiferromagnet can be described by the Hamiltonian

HS = J
∑
〈ij〉

Si · Sj + ... (4.1)

on a square two dimensional lattice, where Si are S = 1/2 spin operators and
the nearest neighbour coupling J > 0. The groundstate is the desired Néel state,
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Chapter 4 Deconfined criticality

Figure 4.1: Schematic examples of a Néel ordered antiferromagnet and a
valence bond dimer state where the discrete translational symmetry is broken.

and by adding additional terms in the Hamiltonian, it is possible to tune the
system through transistions into other states such as the paramagnetic valence
bond solid in Figure 4.1.

Now, a similar procedure to the one in the previous chapter can be followed to
obtain an effective model for quantum fluctuations about the Néel state. It
is believed that the essential physics of this system is captured by the path
integral ZB =

∫
Dθ(1)Dθ(1)DA exp(−H), with the effective (2 + 1) dimensional

Hamiltonian [74, 75, 76],

H = −
∑
i

{
β

∑
µ

[
cos(∆µθ

(1)
i −Aiµ) + cos(∆µθ

(2)
i −Aiµ)

+ κ cos(εµνλ∆νAiλ)
]

+ i2SηiAiτ
}
.

(4.2)

Here, both the phases θ(1), θ(2) and the gauge field Aiµ are compact, i.e. they
are only defined on the interval [−π, π). Even though the compact abelian Higgs
model Equation (3.9) has many similarities with the above Hamiltonian, there
are a few important differences to be explained. The most prominent is the so-
called Berry phase term i2SηiAiτ , accounting by a phase factor for the evolution
in imaginary time τ of each spin Si [77, 78]. The spins are described in this
theory with the identification Si = ηiSni, where ni is a unit vector and ηi = ±1
is a staggering factor making ni a slowly varying function of i close to the Néel
ordered groundstate. ηi is constant in the time direction. Furthermore, in order
to simplify the model, an easy-plane anisotropy is assumed so that the SU(2)
symmetry of the spins is reduced to the U(1) group where spins are locked to
the xy plane. The Néel vector can then be parametrized in terms of the two
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4.1 Square lattice antiferromagnet

component spinor zi = (eiθ(1) , eiθ(2))/
√

2,

ni = z†i ~σzi, (4.3)

where ~σ is a vector of Pauli matrices. In the limit of large β the partition function
ZB is dominated by configurations with small fluctuations in the phases θ(1), θ(2).
This corresponds to the Néel ordered state with a finite ni, and θ(1) − θ(2) repre-
sents the direction of ni. The valence bond order on the other hand is connected
to the factor exp [−i

∑
2SηiAiτ ] in ZB , as the Berry phases lead to a broken

lattice symmetry for small β.
The compact gauge field of the effective Hamiltonian Equation (4.2) gives rise

to the same topological defects as in the compact abelian Higgs model Equation
(3.9), but now these instantons carry Berry phases. Exactly at the critical point,
the combined effect of compactness and Berry phases makes the instantons cancel
each other completely [74, 75, 76]. In other words, the critical theory can equally
well be described by the noncompact theory

H = −β
∑
i,µ

[
cos(∆µθ

(1)
i −Aiµ) + cos(∆µθ

(2)
i −Aiµ)−

κ

2
(εµνλ∆νAiλ)2

]
, (4.4)

and this argument applies to arbitrary number of components θ(ρ).
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Figure 4.2: The peak in the heat capacity for a model with one matter field
coupled to a compact gauge field does not indicate a diverging behaviour
(a). If an additional Berry phase term is present (b), the heat capacity scales
consistently with the 3DXY model.

If we were to consider only one component, we know from the previous chapter
that with a compact gauge field and no Berry phase term we get a model with no
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Chapter 4 Deconfined criticality

ordinary continuous phase transition. However, if the Berry phases are included,
then the critical properties would be that of the inverted 3DXY universality
class1. In Figure 4.2 we plot the heat capacity for the single component version
of the model Equation (4.2) with and without Berry phases, and the effect is
clear: The version without Berry phases shows no sign of scaling behaviour.
On the other hand, for the model with the Berry phase term present, scaling
of the corresponding third moment of the energy Equation (1.12) yields critical
exponents in consistency with the 3DXY universality class. Our main focus will
be on the two component version of the model, however the same mechanism
takes place: The Berry phases and instantons cancel each other at the critical
point.

4.1.1 Dualization to avoid a complex hamiltonian

The effective model in the form of Equation (4.2) is difficult perform Monte
Carlo simulations on because it is complex. The imaginary Berry phase term
may cause the partition function ZB to contain negative terms, and consequently
the normalizing factor 1/ZB in the expectation value of an observable Equation
(1.2) may easily diverge. This is known as the sign problem and often encountered
in quantum Monte Carlo simulations [79]. Fortunately, we are in a position where
we can recast the model into a real Hamiltonian through a duality transformation
akin to the one in section 1.3.3.

First we apply the Villain approximation which leaves the partition function
in the form

Z =
∫

Dθ(1)Dθ(1)DA
∑

{n(1),n(2),n(A)}

e−HV , (4.5)

with

HV =
∑
i

{β
2

∑
µ

[(
∆µθ

(1)
i −Aiµ + 2πn(1)

iµ

)2

+
(
∆µθ

(2)
i −Aiµ + 2πn(2)

iµ

)2

+ κ
(
εµνλ∆νAiλ + 2πn(A)

iµ

)2]
+ i2SηiAiτ

}
. (4.6)

Then we employ the standard set of tricks: The Hubbard-Stratonovich trans-
formation and the Poisson summation formula which enable us to integrate out
the θ(1) and θ(2) fields as well as the gauge field Aiµ. Appearantly, the partition
function now becomes particularly simple,

Z =
∑

{v(1),v(2),v(A)}

e−
1
2β

P
i

(
v

(1)
i

2
+v

(2)
i

2
+ 1
κv

(A)
i

2
)

(4.7)

1An abelian Higgs model in three dimensions with a noncompact gauge field is dual to the
3DXY model [24].
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4.1 Square lattice antiferromagnet

but then it must meet the following constraints,

∆ · v(ρ)
i = 0 where ρ = 1, 2, (4.8)

εµνλ∆νv
(A)
iλ − v

(1)
iµ − v

(2)
iµ − δµτηi = 0 where µ = x, y, τ. (4.9)

The constraints of Equation (4.8) are fulfilled by writing v
(1)
iµ = εµνλ∆νh

(1)
iµ ,

v
(2)
iµ = εµνλ∆νh

(2)
iµ , where h(1)

i ,h(2)
i are dual lattice fields. If we additionally write

the staggering term δµτηi as the curl of a new static field fi, the last constraint
can be written

εµνλ∆ν

(
v
(A)
iλ − h

(1)
iλ − h

(2)
iλ − fiλ

)
= 0, (4.10)

and will be met if the parenthesis equals the gradient of a discrete scalar field si.
Solving for v(A)

i ,
v
(A)
iλ = h

(1)
iλ + h

(2)
iλ + fiλ + ∆λsi, (4.11)

we end up with the real and gauge invariant dual partition function

Z =
∑

{h(1),h(2),s}

exp
{
− 1

2β

∑
iµ

[(
εµνλ∆νh

(1)
iλ

)2

+
(
εµνλ∆νh

(2)
iλ

)2

+
1
κ

(
h

(1)
iµ + h

(2)
iµ + fiµ + ∆λsi

)2]}
.

(4.12)

The gauge invariance in Equation (4.12) allows us to choose a gauge in which
the gradient term is zero and the scalar field si consequently is absent in the
theory. In principle, we could proceed from here and express the theory in terms of
its topological excitations as we did for the 2DXY model, but the corresponding
Hamiltonian then again turns out to be complex.

τ

x

y

+1

−1

+1

−1

+1

+1 +1

−1

+1

Figure 4.3: The components of fi = (fix, fiy, fiτ ) are interpreted as link
variables: All components are zero except for the solid links which are given
the indicated values. Additionally, there is no variation in the τ direction.
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Chapter 4 Deconfined criticality

4.2 Monte Carlo study of a first order transition

In paper [3] we present large scale Monte Carlo simulations of the model Equa-
tion (4.12) in the ∆µsi = 0 gauge. This is a faithful representation of the two
component effective theory Equation (4.2) for the Néel order to valence bond
solid transition. Here, the Berry phases are represented by the field fi, which is
defined only so that it satisfies εµνλ∆νfiλ = δµτηi, and we conveniently use the
choice of Reference [74], see Figure 4.3.

However, by setting fi = 0, we can easily study the compact model without
the Berry phases as well. It is known that such a theory can be rewritten in
terms of a neutral mode of the XY type and a charged mode which couples to
the gauge field [80, 81, 82]. Because of the compactness, the latter mode is just
of the type we investigated in Chapter 3 with no continuous phase transition.
Hence, we expect this theory to be in the 3DXY universality class, which is in
good agreement with our simulation results.
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Figure 4.4: The heat capacity as a function of β or temperature respectively
for the two component model with compact gauge field and Berry phases
(a), and for the two component noncompact model. The symmetric peaks
develop into delta functions in the thermodynamic limit, a characteristic of
first order phase transitions

Finally, we perform Monte Carlo simulations on the noncompact version of the
model, Equation (4.4). If the two cosine terms appear in the Hamiltonian with
unequal prefactors - or phase stiffnesses - this theory is believed to be applicable
to exotic systems like the Hydrogen atom at extreme pressure [83]. As in the
case of a compact gauge field, we can express Equation (4.4) by a charged and
a neutral mode. However this time, even the charged mode gives rise to a phase
transition of 3DXY type. When on the other hand the phase stiffnesses are
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4.2 Monte Carlo study

equal as in the present study, the theory can be shown to be self dual [84], in
contradiction to the asymmetric 3DXY phase transition.

It is argued that the critical properties of the compact model with Berry phases
and the noncompact model are identical [74, 75, 76], and indeed we obtain similar
results from the Monte Carlo simulations. In Figure 4.4, we see that the peaks
in the heat capacity are almost perfectly symmetric in both models, and scaling
of the third moment of the energy reveals practically identical critical exponents.
These exponents are however surprisingly different from previous investigations
[84, 82], and hint that the nature of the phase transition is not continuous, rather
than first order. To settle this issue we have carried out a Lee–Kosterlitz analysis
(see Section 2.6) and find strong evidence for a first order phase transition in
these models. Thus, the peaks in the heat capacity are actually developing delta
functions.
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Chapter 5

Thermal fluctuations in trapped vortex
systems

Extending the XY model from two to three dimensions, the topological objects
described in section 1.3.3 becomes lines instead of points. These are vortices, ob-
jects found in systems ranging from the giant internal structure of neutron stars
[85], to tiny containers of rotating superfluid 4He [86], and to extreme weather
conditions like tornadoes and cyclones. In the context of high TC supercon-
ductors, the ordering and interactions among larger numbers of vortices have
been a deep and rich field of research for decades, see for example References
[87, 88, 83, 89].

In certain regimes of physical parameters the 3DXY model turns out to be
well suited for investigations of vortex systems [90, 22, 91, 92], and the computer
programs developed for the Monte Carlo studies of the last two chapters can
be applied with small modifications to this problem [4]. The problem we have
in mind is thermal fluctuations in arrays of vortices seen in ultracold rotating
gases of bosons, the Bose–Einstein condensates. At the lowest temperatures,
these arrays have a high degree of regularity [93], ordered as Abrikosov lattices,
the well known form for ordering of quantized magnetic flux lines in type-II
superconductors [94]. The Bose–Einstein condensates have superfluid properties,
and since their experimental realization in alkali gases just over a decade ago [95,
96], they have proved to be useful testing grounds for a variety of different physical
concepts. An important reason for this is that they are easily controllable in large
ranges of the parameters such as total particle number, density, interparticle
interaction, rotation rates and so on.

Our Monte Carlo results are believed to be applicable to harmonically trapped
Bose–Einstein condensates [93] away from the extremely dilute limit of rapidly
rotating systems where the rotation frequency is close to the trap frequency [97].
With small additional adjustments we have also simulated anharmonic situations
where the condensate is trapped in a harmonic plus quartic potential, directly
related to experiments by Bretin and coworkers [98]. Another related case is to
replace the trap by a hard-walled cylinder with a uniform bare phase stiffness
within, resulting in a model applicable to a rotating container of superfluid 4He
[99].
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Chapter 5 Trapped vortex systems

5.1 Trapped Bose–Einstein condensates

Here, we will not review the fundamentals of Bose–Einstein condensation other
than refer to a few concepts important for this work - more general introductions
can be found in References [100, 101]. In order to confine the condensate atoms in
space, various techniques can be used, however most experiments have a magnetic
trap with axial symmetry. The potential is usually that of a harmonic oscillator
and can be written

V (r, z) = const.+
1
2
Mω2

rr
2 +

1
2
Mω2

zz
2, (5.1)

where M is the single particle mass and ωr (ωz) is the radial (axial) oscillator fre-
quency. By tuning the ratio ωr/ωz, the shape of the system can be manipulated.
We will consider elongated systems where the cloud of condensed atoms have a
cigar shape, with extension Z in z direction a few times larger than the radial
extension R. In certain setups the cloud can take the form of a pancake, leaving
the physics essentially two dimensional, but in the present study 3D effects are
important.

The size of the cloud can be estimated by simple energy considerations. In a
system of N atoms rotating around the z axis with an angular rotation frequency
Ω, the rotating frame energy is

Ecloud ∼
1
2
M(ω2

r − Ω2)R2N. (5.2)

In order to maintain stability, this must be comparable to the total interaction
energy

Eint ∼ gnN, (5.3)

with g = 4πas~2/M the interaction strength and n the condensate density. Here
is as the low energy s-wave scattering length. Assuming for simplicity a qubic
system, then n = N/R3, and we get

Ecloud ∼ Eint (5.4)

⇒ R ∼
[

gN

M(ω2
r − Ω2)

]1/5

. (5.5)

We see that when the rotation rate approaches the trap frequency, the system
flies apart and other trapping methods are necessary to confine the atoms, see for
example Reference [98]. Otherwise, changing the total number of atoms in the
trap offers great flexibility for controlling the size and density of the system. If
N is sufficiently large, the Thomas–Fermi approximation can be applied to give
the following radial density distribution of the atoms [101],

n(r) = n(0)
(
1− (r/R)2

)
. (5.6)
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5.2 The frustrated, nonuniform 3DXY model

Close to r = R where the density is small, the approximation is not good and
the condensate vanishes more smoothly than predicted by Equation (5.6). In a
rotating system where vortices appear, the density profile n(r) must be viewed as
the coarse grained density since a vortex core corresponds to a complete depletion
of the condensate. The vortex core size is of the same order of magnitude as the
healing length, ξ ∼ ~/√gnm.

Typical experiments with Na or 87Rb may have N in the range of 105-107

atoms, and trapping frequency of the order 100 Hz. For example, in Reference
[93] this yields systems of up to 130 vortices with cloud size R ∼ 29µm and
healing length ξ ∼ 0.2µm.

5.2 The frustrated, nonuniform 3DXY model

In paper [4] we present results obtained by Monte Carlo simulations of a frustrated
3DXY model with a position dependent, but fixed, bare phase stiffness. The
uniform 3DXY model has been used extensively for over a decade in the context
of high TC superconductors [90, 22, 91, 92] and is assumed to work well when the
average vortex separation is larger than the healing length ξ. On the contrary,
when the vortex cores start to overlap as in very rapidly rotating Bose–Einstein
condensates, the systems enter the lowest Landau level regime [102, 103] and the
3DXY model does not apply. This happens when the interaction energy is much
smaller than the harmonic trap energy.

(a) (b) (c)

Figure 5.1: Various radial density distribution Pij used in our simulations:
With a harmonic trap (a), an anharmonic trap with a harmonic plus a quartic
term (b), and a hard-walled cylindric container (c).

We use a Hamiltonian which is a generalization of Equation (1.27) and can be
written

H = −
∑
〈ij〉

Pij cos(θj − θi −Aij). (5.7)

The bare phase stiffness Pij can be chosen so as to represent the Thomas–Fermi
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Chapter 5 Trapped vortex systems

density profile of a harmonically trapped Bose–Einstein condensate,

Pij =

{(
1− (rij/R)2

)
when rij ≤ R,

0 when rij > R,
(5.8)

where rij is the radial distance from the z directed trap center axis. However, as
far as the simulations are concerned, we can equally well choose other profiles,
see Figure 5.1. The gauge field Aij in Equation (5.7) is kept fixed during the
simulations, and serves as a uniform frustration which induces a certain number
of vortices in the system corresponding to some fixed rotation frequency Ω. It is
defined by

Aij =
∫ j

i

dl · (2πfxêy), (5.9)

and in a qubic L × L × L lattice, there will consequently be fL2 vortex lines
penetrating the system parallel to the z axis. The position of these vortices are

Figure 5.2: A snapshot of the vortices in a 72×72×72 system at T = 0.5,
where the selection consists of 72 lattice spacings in x direction, 16 in y
direction, and 32 in z direction. In the central part there are small fluctu-
ations and the vortex lines are almost straight objects, whereas fluctuations
increase and vortex loops eventually proliferate closer to the edge. The radius
of the vortices is 0.4 times the lattice spacing, only chosen so for visualization
reasons, and should not be compared to the physical size of the vortex cores.

determined by calculating around each plaquette �k the sum∑
�k

(θj − θi −Aij) = 2πnk, (5.10)

where the integer nk is the number of vortices penetrating that particular pla-
quette in the positive direction. Fluctuations of the phases θi are responsible for

52



5.2 The frustrated, nonuniform 3DXY model

the dynamics of the vortex lines, but can also cause the creation of closed vortex
loops in the system. High temperature favours fluctuations and so the amount of
vortex loops increase with increasing temperature. Since temperature appears in
the partition function only through the prefactor β = 1/T , we can view the total
prefactor βPij as an effective, position dependent inverse temperature. Hence,
in the trapped system we expect large vortex fluctuations close to the edge and
gradually more of a low temperature phase in the central parts. In Figure 5.2
a snapshot of a typical vortex configuration is shown for a relatively small T .
Surface effects where the vortex lines leave or enter the system are ignored in
this study by use of periodic boundary conditions. A qubic model system can
therefore be considered as a section of an elongated cloud.

(a)

(b)

(c)

Figure 5.3: The vorticity in a simulation snapshot, integrated along the z
direction (a). In (b) such snapshots are averaged over every tenth of 5·105

Monte Carlo sweeps in order to produce a thermal average. Experimental
pictures (c) usually reflects density variations in the cloud, and vortices are
only indirectly visible through the absence of the condensate. Image cortesy
(c) Wolfgang Ketterle [104].

5.2.1 Vortex position average

We want to monitor how the presence of a harmonic trap affects the vortex
fluctuations and use Monte Carlo simulations on the nonuniform 3DXY model
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Chapter 5 Trapped vortex systems

Equation (5.7) to produce snapshots of vortex configurations. Normally, Monte
Carlo simulations are used to calculate thermal averages from large numbers of
configurations. Now however, we hope to mimick the experimental situation in
which the pictures indeed are snapshots.

For a given vortex configurations, we integrate the vorticity over the z direction
and in this way obtain two dimensional visualizations of the three dimensional
vortex systems. An example is shown in Figure 5.3 (a). In such a picture, two
closed vortex loops situated on top of each other will cancel out if they are oppo-
site in direction. On the other hand, straight vortex lines will be sharply defined
spots, with bent lines being more smeared out regions. The main difference of
these pictures from most of the pictures taken in experiments (see e.g. Figure
5.3 (c)), is that the intensity in the latter reflects local density variations in the
condensate cloud, whereas in the simulated pictures, it is the vortex matter that
is visualized. In real systems, vortices correspond to depletion of the condensate
density and are thus only indirectly visible. Still, both visualizations provide
information on the vortex position.

However, an additional feature of the simulation pictures, is that we can also
do thermal averages of vortex configurations. Then, large phase fluctuations
will correspond to many closed vortex loops effectively cancelling each other out,
leaving behind only the sample penetrating vortex lines. Stable vortex lattice
regions will remain clear in such pictures, whereas in molten regions where the
vortex lines can move, the pictures will be blurred as shown in Figure 5.3 (b).

5.2.2 Modified helicity modulus

In the pictures of the above section, we notice a rather sharp boundary between
the ordered vortex line lattice and the disordered region outside, possibly a molten
phase. In order to investigate this boundary we employ a modified version of
the helicity modulus Υµ. From investigations on high TC superconductors, it
is known that the superconducting to normal transition can be characterized
by the vanishing of the helicity modulus: When vortex lines are present, Υz is
discontinuous because the vortex line lattice melts in a first order phase transition
[22, 92]. The helicity modulus is proportional to the superfluid density ρs, and
can be defined in a uniform system as the lowest order response in the free energy
with respect to an infinitesimal phase twist across the system in µ direction. In
that sense, Υµ can be considered as the measure of an effective phase stiffness,
renormalized by vortex fluctuations. Since the free energy is a global quantity,
Υµ has no rigorous meaning in the trapped system where the bare phase stiffness
Pij depends on position. Nevertheless, we introduce a modified helicity modulus
Υ̃z only defined between two cylinders of radii R1 and R2. We do so by applying
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Figure 5.4: A comparison between the ordinary helicity modulus Υz of a
uniform system with vortex lines (top row), and the modified version Υ̃z

(lower panel). The radii R1 and R2 for wich Υ̃z is calculated, are indicated
by the white circles in the picture on the left. Due to the larger effective
temperature 1/(βPij) in this region, the stiffness vanishes at lower T than in
the uniform system.

a twist

∆(rij) ≡ ∆ij =

{
∆êz if R1 ≤ rij < R2,

0 otherwise,
(5.11)

to the model Eq. (5.7) to get a twist dependent energy function

Htrap(∆) = −
∑
〈ij〉

Pij cos(θj − θi −Aij −
1
L

∆ij · êij), (5.12)

where êij is the unit direction vector of link ij. The cylinder version of the
helicity modulus can then be defined

Υ̃z(R1, R2) ≡
∂2F ′

∂∆2

∣∣∣∣
∆=0

=
1
N ′

〈∑′
Pij cos(θj − θi −Aij)

〉
− 1
TN ′

〈∑′[
Pij sin(θj − θi −Aij)

]2
〉

(5.13)

where
∑′ is over all links where ∆ij is nonzero (depends on R1 and R2) and

N ′ is the number of these links. The total free energy F of the system will have
contributions due to the large gradient in the phase twist normal to the surfaces
defined by R1 and R2, and we therefore choose only to calculate the response in
free energy F ′ for the subsystem between the two surfaces. It is clear that in the
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limit where the volume of this subsystem goes to infinity, Υ̃z converges to Υz.
Yet, we also believe that the modified helicity modulus is a useful probe of the
states in a finite system. This is further discussed in paper [4].

5.2.3 Renormalized density

An alternative way of visualizing the vortex lattice is to create two dimensional
plots similar to those in Section 5.2.1, but this time integrating density rather
than vortex positions. The density is estimated simply by associating the under-
lying lattice constant of the numerical grid with the vortex core size: A unit cell
in the grid has density 1/L if it is empty and 0 if it is penetrated by a vortex.
This we integrate along the z direction and modulate with the a priori density
given by Pij . The resulting two dimensional plots now provides information both
on the vortex line lattice structure and on the density of the condensate cloud
itself, renormalized by vortex fluctuations.

This is directly comparable to the experimental pictures, and in particular, we
consider [105] results from experiments performed by Bretin and coworkers [98].
They used a trap with an additional quartic term in order to confine the atoms

a = 0 a = 1 a = 2

Figure 5.5: Observation of vortices in an experiment where the condensate
was confined by a harmonic plus quartic potential (top row), after Bretin
and coworkers [98]. Renormalized condensate density from simulations with
a similar density profile is shown in the bottom row. Note the loss in visibility
when the strength of the harmonic term increases, corresponding to faster
rotation relative the trap frequency.

even when approaching the harmonic trap frequency ωr. An unexplained feature
in their results was the loss in visibility of the vortices at high rotation rates (see
Figure 5.5), which we believe is due to the reduced density in the central parts
of the cloud. Such a reduction is readily interpreted as an increased effective
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5.2 The frustrated, nonuniform 3DXY model

temperature leading to enhanced fluctuations when incorporated through the
trap factor

Pij =

{
c
(
1 + a(rij/R)2 − b(rij/R)4

)
when rij ≤ R,

0 when rij > R,
(5.14)

in our model. We have chosen a as the free parameter, with b = 1 + a and
c = 4(1+ a)/[4(1+ a)+ a2] for normalization. Thus, at a sufficiently high overall
temperature T = 1/β, the central part simply melts and looses its superfluid
properties, as is also indicated by the vanishing of the modified helicity modulus
in Figure 5.6.
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Figure 5.6: Modified helicity modulus Υ̃z in a system with a harmonic plus
quartic density profile, calculated for the radii indicated by the circles in the
leftmost pictures.
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Chapter 5 Trapped vortex systems

Finally, we mention briefly that our model possibly can be applied to the cur-
rently very active field of crossover of paired fermion systems from the BCS1

to the Bose–Einstein regime. Recent work of Schunck and coworkers [106] show
remarkably similar structures of the condensate when compared to the renor-
malized density plots of our simulations with a harmonic trap (Figure 5.7). This

T = 0.50 T = 1.00 T = 1.11 T = 1.25 T = 1.43 T = 1.67 T = 2.00

Figure 5.7: Observations of vortices in rotating systems where strongly inter-
acting fermions pair up to form a superfluid according to BCS theory (first
and second row), after Schunck and coworkers [106]. In the last row, we
demonstrate the renormalized condensate density obtained from simulations
with a harmonic a priori density profile.

comparison requires further study. It is not clear whether the outer regions of the
experiemental pictures correspond to unpaired fermions, in which case the 3DXY
model does not apply, or fermions in Cooper pairs effectively above the conden-
sation temperature due to low density. In the latter situation, the similarities in
Figure 5.7 may not be incidental.

1BCS refers to the Bardeen–Cooper–Schrieffer theory for superconductivity.
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We consider the scaling of the mean square dipole moment in a plasma with logarithmic interactions
in a two- and three-dimensional systems. In both cases, we establish the existence of a low-temperature
regime where the mean square dipole moment does not scale with system size and a high-temperature
regime where it does scale with system size. Thus, there is a nonanalytic change in the polarizability of
the system as a function of temperature and hence a metal-insulator transition in both cases. The
relevance of this transition in three dimensions to quantum phase transitions in �2� 1�-dimensional
systems is briefly discussed.
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Gauge theories where matter fields are coupled to
compact gauge fields in 2� 1 dimensions have recently
been much studied as effective theories for Mott insula-
tors with competing orders [1–3]. Compact U�1� gauge
theories in 2� 1 dimensions are capable of sustaining
topological defects in the gauge fields in the form of
space-time instantons [4]. Such theories generically offer
the possibility of featuring confinement-deconfinement
transitions associated with a proliferation of topological
defects in the gauge sector. It is hoped that phase tran-
sitions in matter coupled such theories [5,6] may be con-
nected to difficult problems in condensed matter physics,
such as the breakdown of Landau Fermi liquid theory and
possibly also spin-charge separation in strongly corre-
lated systems at zero temperature in two spatial dimen-
sions [7]. One such model considered recently is the
compact Abelian Higgs model where the gauge field is
coupled to matter fields with the fundamental charge [8].
By itself, the compact U�1� gauge sector may be mapped
onto the �2� 1�-dimensional Coulomb gas with 1=R
interactions between ‘‘point charges,’’ i.e., the instantonic
topological defects of the theory [4]. As shown by
Polyakov, the latter system is always in a metallic phase
(when the instantons are regarded as electric charges) [4].
More recently, it was shown that when matter carrying
the fundamental charge was coupled to the compact gauge
sector, and critical matter field fluctuations were inte-
grated out, the system could be mapped onto a gas of
point charges interacting with a potential � ln�R� in 2�
1 space-time dimensions, instead of 1=R [8]. Using re-
normalization group (RG) arguments, it was demon-
strated that the system with the �2� 1�-dimensional
logarithmic interaction may undergo a finite-temperature
phase transition driven by the unbinding of dipole con-
figurations [8], from a low-temperature dielectric regime
to a high-temperature metallic regime (again when the
instantons are regarded as electric charges). Here, we
demonstrate this using Monte Carlo (MC) simulations.

Whether or not there exists a low-temperature dielec-
tric regime separated from a high-temperature metallic

regime in a three-dimensional system of point charges
interacting with logarithmic interactions and overall
charge neutrality is presently a matter of debate in both
the condensed matter and lattice gauge theory literature
[8–10]. The theorem that dipoles cannot screen the
Coulomb potential (in any dimension) [11] does not apply
to the case of a logarithmic pair potential between point
charges in three dimensions. It is due to this inability of
the dipoles to screen a Coulomb potential that the
Kosterlitz-Thouless (KT) transition is possible: the low-
temperature dielectric phase is always critical below the
KT-transition temperature. In three dimensions, on the
other hand, Debye-Hückel theory is essentially exact.
Thus, starting from a system of charges, screening is
such that the screening length cannot become infinite,
and the system is always in the metallic phase. On the
other hand, if one starts from a three-dimensional dipole
system, the system always stays in the dielectric phase,
since dipoles cannot screen. Once more, there is no phase
transition. If some departure from the Coulomb potential
occurs in three dimensions, dipoles could conceivably be
able to screen. A 3D logarithmic interaction could, in
principle, be screened to a potential that decays with
separation between the charges [9]. If so, no metal-
insulator transition occurs at any finite temperature,
analogous to the situation in a three-dimensional
Coulomb plasma [4]. If one thinks of the gas of point
charges as a gas of instantonic defects in a compact gauge
field, the lack of a metal-insulator transition due to non-
standard screening by dipoles would correspond to per-
manent confinement in the compact gauge theory.

We therefore consider a logarithmic plasma in two and
three dimensions on the lattice using MC simulations and
study the polarizability of the system as a function of
temperature. The screening properties of these systems
determine whether they are insulators or metals and are
governed by the dielectric constant ", which in a low-
density approximation is given by the polarizability p of
the system, " � 1� nd�dp. Here nd is the dipole den-
sity, and �d is the solid angle in a d-dimensional system.
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Since the polarizability of the system is proportional to
the mean square separation hs2i � hj~rri � ~rrjj

2i between
the charges constituting the dipoles, it is natural to focus
on hs2i in order to investigate whether the system is a
dielectric or a metal. We find a low-temperature regime
where dipoles are tightly bound, separated from a high-
temperature regime where they are unbound. This implies
the existence of a low-temperature insulating regime and
a high-temperature metallic regime, separated by a genu-
ine phase transition. For comparison and benchmark pur-
poses, we compute the same quantities for the two-
dimensional logarithmic plasma, where a metal-insulator
transition in the form of a KT phase transition is known to
exist [12,13].

We consider the Hamiltonian

H �
1

2

X
i;j

qiV�~rri � ~rrj�qj; (1)

with

V�~rr� �
4�2

Nad
X
~kk


ei ~kk�~rr � 1�


2�d�
Pd

��1 cosk�a��
d=2

; (2)

where the sum is over all pairs of sites of a two- or three-
dimensional periodic lattice and qi is the charge at site i,
N � Ld is the total number of sites, and a is the lattice
spacing. We have subtracted V� ~rr � 0� from the potential,
since only neutral configurations contribute to the parti-
tion function, and we work at zero chemical potential for
the instantons [14]. This has the usual Coulomb form for
d � 2 but differs from it in the d � 3 case: instead of the
usual 1=R potential of the three-dimensional Coulomb
gas (3DCG), the power 3=2 results in a logarithmic
potential. Taking the continuum limit of Eq. (2) for
d � 3, we find

V�~rr� �
Z d3k

�2��3

ei ~kk� ~rr � 1�

�k2 �m2�3=2

�
1

2�2

�
K0�mr� �

��������������������
�2 �m2

p � arcsinh

�
�

m

��
; (3)

where K0�x� is a Bessel function, � � 2�=a, and the
Debye-Hückel screening length m�1 was introduced as
an infrared regulator. As m ! 0 we have

V�r� �
1

2�2 
1� �� ln��r�� �O

�
m
�

�
2
; (4)

where � is the Euler constant. Therefore, Eq. (2) behaves
exactly in the same way as the two-dimensional potential.

Let us first turn to the 2DCG which we use as a bench-
mark on our method of probing the metal-insulator tran-
sition, before proceeding to the three-dimensional
logarithmic gas (3DLG). At low temperatures this model
consists of tightly bound dipoles with the two opposite
charges separated by a distance j ~rri � ~rrjj � s of the order
of the lattice constant.

In a 2D system, it is well-known that dipoles begin to
unbind at a critical temperature TKT [13] and at high
temperatures the 2DCG is a fully ionized metallic
plasma, separated from the low-temperature dielectric
insulating phase by a genuine KT phase transition.
Thus, we expect no finite-size scaling of hs2i below the
KT transition, whereas we should expect hs2i / L��T� with
��T� � 2 at higher temperatures. Using an intuitive low-
density argument, neglecting screening effects [13], we
can calculate the behavior of hs2i to leading order in L,

hs2i /

8<
:
const; T < TKT;
L�T�TKT�=T; TKT < T < 2TKT;
L2; 2TKT < T:

(5)

Hence, ��T� is zero for low temperatures and a
monotonically increasing function of temperature just
above TKT.

Including screening effects in 2D shows that this con-
clusion still holds; however, the temperature at which it
occurs is determined by screening. This is ultimately
related to the fact that dipoles contribute only through a
correction to the coefficient of the bare logarithmic pair
potential. Hence, in 2D the functional form of the renor-
malized potential is unaltered; only prefactors are
changed. In three dimensions, it is far from obvious
that dipoles do not have a much more disruptive effect
on a bare logarithmic pair potential.

To address the issue of scaling of hs2i, we use MC
simulations and finite-size scaling to study hs2i both in
the 2DCG as well as in the 3DLG. In our simulations, the
particle number is not conserved. However, during the
simulations the system is maintained electrically neutral.
The MC moves involve creation and annihilation of
charges, applying the Metropolis algorithm in this pro-
cess. Starting at some randomly chosen lattice site, an
attempt to insert a negative or positive charge at random
at this site is made, with an opposite charge at a nearest-
neighbor site. The move is accepted with probability
exp���E=T� � exp
��H new �H old�=T�, and this is
done in all d directions, before we move to the next site.
It is clear that placing a charge on top of an opposite one
corresponds to the annihilation of the existing one. In
order to measure s we have to keep track of which two
charges belong to each other in a dipole, since there is no
physical link defining the dipole. Two charges inserted
into the lattice at the same MC move is chosen as a dipole,
and if one of these charges subsequently is annihilated,
the effect of this annihilation is to diffuse one of the
charges in the dipole. Hence, such a diffusion may in-
crease or decrease s for this dipole [15]. One sweep is
defined as going through all the sites in the lattice once,
and at every tenth sweep we sample s2 averaged over the
system. The sample is, however, rejected if there are no
charges in the system at this MC time, since there is no
information on hs2i in such a configuration. The thermal
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average obtained at the end of the simulation is thus taken
only over nonempty configurations.

The results from the simulations on the 2DCG are
presented in Fig. 1. A total of 105 MC sweeps at each
temperature are used to produce the first plot. From the
hs2i data of system sizes L � 8, 12, 16, 20, 24, 28, 32, 36,
40, and 48, we extract � for temperatures in the interval
�1:0; 1:52�, which is shown in the second plot. It is evident
that there are two distinct regimes of temperatures, one in
which the charges of almost all dipoles are bound as
tightly as possible; the separation of the charges corre-
spond to the lattice constant. In the high-temperature
regime the dipoles have started to separate, reflected by

a scaling of hs2i � L��T� with the system size. The two
regimes are necessarily separated by a phase transition,
since in the low-temperature regime ��T� � 0 while in
the high-temperature regime ��T� � 0. This necessarily
implies a nonanalytic behavior of ��T�. An attempt to
determine the transition temperature from these plots
yields approximately 1.32. This is slightly less than the
early results of Saito and Müller-Krumbhaar of 1.35 in
our units [16] but is in excellent agreement with much
more recent simulations by Olsson [17]. It provides con-
fidence in the method of locating the critical point by
monitoring the quantity hs2i, even when the system is
subjected to periodic boundary conditions [15].

Exactly the same simulation technique is applied to the
3DLG, and the results are shown in Fig. 2. The finite-size
analysis of hs2i in order to extract � is here done on the
basis of system sizes L � 8, 12, 16, 20, 24, 28, 32, 36, and
40 and up to 2:0� 105 MC sweeps are used. As in the
2DCG we see that the system exhibits two distinct re-
gimes, one insulating regime consisting of tightly bound
dipoles and one metallic. There is no scaling of hs2i with
L below T ’ 0:32 with the system size. Note that the
change in scaling of the mean square dipole moment
occurs at a significantly lower temperature than in the
2DCG. This is to be expected, since there is more config-
urational entropy available in 3D than in 2D. It is worth-
while comparing this result with the one obtained in
Ref. [8] where the coupling 4�2=t corresponds to the
temperature T here. There the critical value tc � 12�2

was obtained, corresponding to Tc � 1=3 in our case and
agreeing well with our numerical result.

The main result is that in the 3DLG and in the 2DCG, a
low-temperature regime exists where positive and nega-
tive charges are bound in tight dipole pairs. This regime is
separated from a high-temperature regime where at least
a finite fraction of charges are free. The results obtained in
three dimensions have the same features as those found in
2D. The scaling exponent ��T� for hs2i is zero in the low-
temperature phase and positive in the high-temperature
phase. Such a change in ��T� cannot be analytical, and
therefore the two scaling regimes must be separated from
each other via a phase transition. Since hs2i is a measure
of the polarizability of the system, we conclude that the
above demonstrates a nonanalytic change in the polar-
izability of the system, i.e., a nonanalytic change in the
dielectric function of the system as a function of tem-
perature. Hence, a system of point charges with overall
charge neutrality interacting with a bare logarithmic
interaction undergoes a metal-insulator transition in
both 2D and 3D.

The 3DLG can be shown to be equivalent to an anoma-
lous sine-Gordon theory in d � 3 where the usual k2

dispersion is replaced by a jkj3 one [8], which is non-
analytic. This leads to technical difficulties in a standard
RG calculation, where in a perturbative treatment only
analytic singularities are generated. Therefore, in a stan-
dard RG analysis an analytic correction �k2 to the

FIG. 1. Results from MC simulations of the 2DCG, where
1:0� 105 sweeps were used at each temperature. (a) hs2i versus
T for a selection of the simulated system sizes L � 8, 12, 16,
20, 24, 28, 32, 36, 40, and 48. Error bars are smaller than the
symbols used. (b) � versus T found from fitting the data of hs2i
at different T to AL�, where A is a constant. A selection of such
fits are shown in (c). We note that hs2i is practically independent
of L up to a certain T.
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dispersion can be generated. On the other hand, since jkj3

is nonanalytic, it cannot be renormalized within a stan-
dard RG analysis. It is conceivable that this is one of the
reasons why a recent RG analysis of this theory did not
find evidence for a dielectric phase [9].

We emphasize that although it is known that a metal-
insulator transition occurs in 2D via a KT transition [13],
our numerics by themselves do not demonstrate this. To
establish the KT nature of the transition on purely nu-
merical grounds requires convincing numerical evidence
that there is a universal jump in the inverse dielectric
constant at the transition. The main point of the present
simulations is that they settle the difficult question of

whether a low-temperature dielectric regime exists at
all in a 3DLG, which is a system not subject to standard
electrostatics, and for which the usual theorems on
screening of charges by dipoles do not apply. The answer
is in the affirmative, and we have applied our method also
to the 2D case for comparison and as a benchmark on the
correctness of method of monitoring hs2i to establish the
existence of two scaling regimes separated by a phase
transition.
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The existence of a discontinuity in the inverse dielectric constant of the two-dimensionals2Dd Coulomb gas
is demonstrated on purely numerical grounds. This is done by expanding the free energy in an applied twist and
performing a finite-size scaling analysis of the coefficients of higher-order terms. The phase transition, driven
by unbinding of dipoles, corresponds to the Kosterlitz-Thouless transition in the 2DXY model. The method
developed is also used for investigating the possibility of a Kosterlitz-Thouless phase transition in a three-
dimensional system of point charges interacting with a logarithmic pair-potential, a system related to effective
theories of low-dimensional strongly correlated systems. We also contrast the finite-size scaling of the fluc-
tuations of the dipole moments of the two-dimensional Coulomb gas and the three-dimensional logarithmic
system to those of the three-dimensional Coulomb gas.
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I. INTRODUCTION

CompactUs1d gauge fields in three dimensions are of
great interest in condensed matter theory, as they arise in
effective theories of strongly correlated two-dimensional
s2Dd systems at zero temperature.1–4 Lightly doped Mott-
Hubbard insulators, such as high-Tc cuprates, are examples
of systems possibly described by such theories, where the
compact gauge field emerges from strong local constraints on
the electron dynamics.2,5–7 High-Tc cuprates appear to fall
outside the Landau-Fermi-liquid paradigm, and a so-called
confinement-deconfinement transition in the gauge theories
may be associated with breakdown of Fermi liquid and qua-
siparticles in 2D atT=0.6–8 Obliteration of electronlike qua-
siparticles and spin-charge separation in the presence of in-
teractions is well known to occur in one spatial dimension.
However, the mechanism operative in that case, namely sin-
gular forward scattering, is unlikely to be operative in higher
dimensions due to the much less restrictive kinematics at the
Fermi surface.9 Proliferation of instantons of emergent gauge
fields show more promise as a viable candidate mechanism.
This line of pursuit has recently been reinvigorated in the
context of understanding the physics of lightly doped Mott-
Hubbard insulators and unconventional insulating states.10

The compact nature of a constraining gauge field on a
lattice model introduces topological defects defined by sur-
faces where the field jumps by 2p, forming a gas of instan-
tonssor “monopoles”d in 2+1 dimensions.11 Considering the
gauge sector only, the interactions between these instantonic
defects are the same as between charges in a 3D Coulomb
gas, i.e., 1 /r-interactions. Such a gas is always in a metallic
or plasma phase with a finite screening length,11,12 and there
is no phase transition between a metallic regime and an in-
sulating regime. However, in models where compact gauge
fields are coupled tomatter fields, the interaction between
the magnetic monopoles may be modified by the emergence
of an anomalous scaling dimension of the gauge field due to
critical matter-field fluctuations.13 This is the case for the
compact abelian Higgs model with matter fields in the fun-
damental representation.14

In Refs. 14, it was shown that the introduction of a matter
field with the fundamental charge leads to an anomalous
scaling dimension in the gauge field propagator.13 The effect
is to alter the interaction potential between the magnetic
monopoles from 1/r to −ln r. The existence of a
confinement-deconfinement transition in the gauge theory is
thus related to whether a phase transition occurs in a 3D gas
of point charges with logarithmic interactions. However, one
should note that the legitimacy of a monopole action based
on just pairwise interactions has been questioned, particu-
larly when viewed as an effective description of an effective
gauge theory of strongly interacting systems.15 The 3D loga-
rithmic plasma is however of considerable interest in its own
right.

In two dimensions, where −lnr is the Coulomb potential,
it is known that the logarithmic gas experiences a phase tran-
sition from a low-temperature insulating phase consisting of
dipoles to a high-temperature metallic phase. This is nothing
but the Coulomb-gas representation of the Kosterlitz-
Thouless transition in the 2DXY model. In a 3D logarithmic
gas, the existence of a phase transition is still subject to
debate.14,16,17 Renormalization group arguments have been
used14 to demonstrate that a transition may occur, driven by
the unbinding of dipoles. Others have claimed that the 3D
logarithmic gas is always in the metallic phase.16 In a recent
paper,18 large scale Monte Carlo simulations indicated that
two distinct phases of the 3D-log gas exists; a low-T regime
where the dipole moment does not scale with system size
and a high-T regime where the dipole moment is system size
dependent. Those results do not, however, determine the
character of the phase transitions. That will be the main sub-
ject of this paper.

The Kosterlitz-Thouless transition in the 2DXY model is
characterized by the universal jump to zero of the helicity
modulus.19 In the corresponding 2D Coulomb gas, it is the
inverse of the macroscopic dielectric constante that experi-
ences a jump to zero when going from the insulating to the
metallic phase. According to Ref. 14, such a universal dis-
continuity should also take place fore−1 in the 3D logarith-
mic gas associated with the confinement-deconfinement tran-
sition. Proving that such discontinuities exist numerically is a

PHYSICAL REVIEW B 71, 085112s2005d

1098-0121/2005/71s8d/085112s13d/$23.00 ©2005 The American Physical Society085112-1



subtle task. The discontinuous character of the helicity
modulus in the 2DXY model is very hard to see in a con-
vincing manner by computing the helicity modulus, due to
severe finite-size effects. It was only recently proven on
purely numerical grounds that such a discontinuity exists20 in
a simple, but yet clever manner. By imposing a twist across
the system and expanding the free energy in this twist to the
fourth order, a stability argument was used to show that the
second order term in the expansion, the helicity modulus,
must be nonzero atTc. The proof relies on the ability to
conclude that the fourth order term is negative in the ther-
modynamic limit, from which the discontinuity follows im-
mediately. In this paper, we will repeat this procedure, but
now in the language of the 2D Coulomb gas. In addition to
confirming the results of Minnhagen and Kim, the method
which we develop here could be suitable for proving the
possibly discontinuous behavior ofe−1 in the 3D logarithmic
gas. This is a main motivation for translating the procedure
of Ref. 20 to the vortex language, since the 3D logarithmic
gas is not the dual theory of any simple spin model. After
having demonstrated the discontinuity in the 2D Coulomb
gas, we go on to apply the method on the 3D logarithmic
gas. We also compare the scaling with system size of the
mean square dipole moment for these logarithmic plasmas,
and contrast the results with those of the 3D Coulomb gas.
This is important, since the mean square dipole moment does
not scale with system size below a certain temperature for
the logarithmic plasmas.18 This indicates that two phases ex-
ist, where the low-temperature regime consists of tightly
bound pairs. However, the results for the 3D Coulomb gas
are qualitatively different, in accordance with the fact that
such a low-temperature phase is absent in that case.

II. MODEL

The Hamiltonian of the 2DXY model on a square lattice
modified with a twistTsx,yd is

HXY= − Jo
ki,jl

cossui − u j − 2pr i j ·Td, s1d

where r i j is the displacement between the nearest neighbor
pairs to be summed over. We set the coupling constantJ to
unity. The volume of the system, i.e., the number of lattice
points, isL2, and the angleui is subject to periodic boundary
conditions. In the Villain approximation, a duality transfor-
mation leads to the Hamiltonian

H =
1

2o
i,j

sm+ «mnDmTndiVijsm+ «rsDrTsd j , s2d

wheremi are point charges on the dual lattice, corresponding
to vortex excitations in theXY model.Dm is a lattice deriva-
tive and «mn is the completely antisymmetric symbol. The
potentialVij is given by

Vsur i − r jud =
2p2

L2 o
q

e−iq·sr i−r jd

2 − cosqx − cosqy
, s3d

which has a logarithmic long-range behavior. Details of the
dualization are found in Appendix A. As is well known, Eq.

s2d at zero twist describes the two-dimensional Coulomb gas
s2D CGd. In this representation, the Kosterlitz-Thouless
phase transition of the 2DXY model is recognized by a dis-
continuous jump to zero of the inverse macroscopic dielec-
tric constante−1 at Tc. We note that the curl of the twistT
acts as a modification of the charge field in the 2D CG.

The free energy of the system isF=−T ln Z, where the
partition function is given by summing the Boltzmann factor
over all charge configurations

Z = o
hmj

e−H/T. s4d

Let us write the Hamiltonian in Fourier representation

H =
1

2L2o
q

smq + «nlQ−q
n Tq

ldVqsm−q + «rsQq
rT−q

s d, s5d

where the discrete Fourier transform is defined as in Appen-
dix B andDme±iq·r ;e±iq·rQ±q

m .

III. STABILITY ARGUMENT

From Eq. s1d, it is clear thatFsTdùFs0d in the low-
temperature phase, i.e., the free energy is minimal for zero
twist. This inequality is also valid at the critical temperature
Tc, since the free energy must be a continuous function of
temperature. As a consequence, the Taylor expansion

FsTd − Fs0d = o
a

o
q1

U ]F

]Tq1

a U
T=0

Tq1

a

+ o
a,b

o
q1q2

U ]2F

]Tq1

a ]Tq2

b U
T=0

Tq1

a Tq2

b

2
+ ¯ s6d

cannot be negative for anyTøTc. Expressions for the de-
rivatives of the free energy with respect to a general twist are
found in Appendix B. Only terms of even order will contrib-
ute to the series, sincemi may take equally many positive
and negative values. We are free tochoosethe twist to be

Tsx,yd =
D

Lh sinS2py

L
Dx̂, s7d

where D is an arbitrarily small constant andh=1 for the
two-dimensional Coulomb gas. To the fourth order, this long-
wavelength twist turns Eq.s6d into

FsTd − Fs0d =
D2

4
CkS1 −

Vk

L2T
kmkm−klD

+
D4

32

sCkVkd2

L4T3 Skmkm−kl2 −
1

2
ksmkm−kd2lD ,

s8d

where k =s0,2p /Ld and Ck =Qk
yQ−k

y Vk. We recognize the
paranthesis in the second order term as the dielectric re-
sponse functione−1skd, wherek is now the smallest nonzero
wave vector in a finite system. Note that the prefactors in
both terms are independent of system size asL→`. The
crucial argument to use is the same as in Ref. 20. If the
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fourth order term approaches a finite negative value atTc in
the limit L→`, the second order term,e−1sk →0d, must be
positive to satisfy the inequalityFsTdùFs0d. Furthermore,
since we know that the inverse dielectric constant is zero in
the high-temperature phase, it necessarily experiences a dis-
continuity atTc. As we shall see, Monte Carlo simulations
show that the fourth order term is indeed negative atTc in the
thermodynamic limit.

The argument described above will also apply to a three-
dimensional gas of point charges interacting via a pair poten-
tial of some sort, as long as the twist raises the free energy in
the low-temperature regime. Since the curl of the twistT is a
vector in that case, one may for instance choose thez com-
ponent of this vector as the perturbing charge in Eq.s2d. The
two three-dimensional systems we will consider are the loga-
rithmic gas and the Coulomb gas. The expansions6d is valid
for any system sizeL. However, to make the change in free
energy nondivergent asL→`, the twist must be chosen such
that the terms in the expansion are independent of system
size. This is obtained by choosingh=2 for the logarithmic
gas andh=3/2 for theCoulomb gas.h is defined in Eq.s7d.
In both cases, the second order term will be proportional to

e−1skd = 1 −
Vk

L3T
kmkm−kl. s9d

The fourth order term will be proportional to

e4skd ;
1

T3Skmkm−kl2 −
1

2
ksmkm−kd2lD s10d

in the logarithmic case. In the case of a 3D Coulomb gas, the
interesting quantity will bee4/L2, which is independent of
system size sincekmkm−kl,L in that case.

IV. SIMULATION RESULTS

Standard Metropolis Monte Carlo simulations are carried
out on the models2d at zero twist. AnL3L square lattice
with periodic boundary conditions is used and the system is
kept electrically neutral at all times during the simulations.
This is achieved by inserting dipoles with probability accord-
ing to the Metropolis algorithm: An insertion of a negative or
positive charge is attempted at random at a given lattice site,
and an opposite charge is placed at one of the nearest-
neighbor sites to make the dipole. This is one move, accepted
with probability exps−DE/Td=expf−sHnew−Holdd /Tg, and
the sequence of trying this for all sites in the system once is
defined as one sweep. If a charge is placed on top of an
opposite one, the effect is to annihilate the existing one. All
simulations are performed going from high to low tempera-
ture and after simulating one system sizeL the sampled data
are postprocessed using Ferrenberg-Swendsen reweighting
techniques.21

A. 2D Coulomb gas

We consider first the 2D Coulomb gas, which is known to
suffer a metal-insulator transition via a Kosterlitz-Thouless
phase transition. In this case, Monte Carlo data are obtained

for L=4−100 and for eachL up to 200 000 sweeps at each
temperature is used.

We start by taking the Hamiltonians2d and computing the
mean square of the dipole momentks2l as a function of sys-
tem size and temperature. A mean square dipole moment
which is independent of system size indicates the existence
of tightly bound dipoles and a dielectric or insulating phase.
If the mean square dipole moment scales with system size,
this demonstrates the existence of free unbound charges and
hence a metallic phase. In other words, we expect in the
low-temperature dielectric insulating phase no finite-size
scaling of ks2l, whereas we should expectks2l~LasTd with
asTdø2 at higher temperatures. Using an intuitive low den-
sity argument, neglecting screening effects,22 we can calcu-
late the behavior ofks2l to leading order inL,

ks2l ~ 5const., T , TKT,

LsT−TKTd/T, TKT , T , 2TKT,

L2, 2TKT , T.
6 s11d

Hence,asTd is zero for low temperatures and a monotoni-
cally increasing function of temperature just aboveTKT. In-
cluding screening effects in 2D shows that this conclusion
still holds, however the temperature at which it occurs is
determined by screening.

Details of the simulations may be found in Ref. 18. The
result is shown in Fig. 1 where we have the mean square
dipole moment for the 2D case both as a function of tem-
perature for various system sizes, and as function of system
size for various temperatures. From this we may extract the
scaling constantasTd which is shown in the center panel of
Fig. 1. A related method for using dipole fluctuations to mea-
sure vortex-unbinding has recently been used in Ref. 23.

Below a temperatureT<1.3, no scaling ofks2l is seen,
consistent with a low-temperature dielectric phase. The tem-
perature at which scaling stops is consistent with the known
temperature at which the 2D Coulomb gas suffers a metal-
insulator transition.

Simulation results for the inverse dielectric constant are
shown for a selection of system sizes in Fig. 2. Sincee−1 is
expected to be discontinuous atTc in the limit k →0, we
consider only the smallest possible wave vector in each sys-
tem, k =s0,2p /Ld, and we see that the decrease ofe−1 to-
wards zero with increasingT indeed gets sharper asL grows.
It is, however, difficult to decide from these plots alone
whether or not the dielectric constant is discontinuous atTc.
The fourth order term in the expansion of the free energy,e4
defined in Eq.s10d, is therefore investigated in a correspond-
ing manner and plotted in Fig. 3.

We note that this quantity has a dip at a temperature
which can be associated with the transition temperature. If
this dip remains finite and negative asL approaches infinity,
e−1 must exhibit a jump atTc. The depth of the dip is shown
in Fig. 4 for a variety of system sizes ranging fromL=4 to
L=100 and as a function of 1/L. It clearly decreases with
increasingL. However, from the positive curvature of the
data in the log-log plot we may conclude that the depth re-
mains nonzero when we extrapolate to 1/L=0, a conclusion
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reached by assuming power-law dependence of the depth on
L.

We can now subtract from the depth a constant chosen so
as to linearize the curve in the log-log plot. This constant
consequently corresponds to the depth when extrapolating
the data to the thermodynamic limit 1 /L=0, and we find this
to be 0.047±0.005.

By plotting the temperature at which the fourth order term
has its minimum against 1/L, we can follow a similar pro-
cedure as the above one. This is shown in Fig. 5. We linear-
ize a log-log plot by subtracting a carefully chosen constant
and end up with the number 1.36±0.04. This is nothing else
than an estimate of the critical temperature of the 2D CG,
and compares well to earlier results.24 The approach towards
Tc is however a bit slow, making a precise determination of

the critical temperature difficult. This drawback was also
noted by Minnhagen and Kim for the corresponding compu-
tations on the 2DXY model.20

B. 3D logarithmic system

We may carry out the same type of analysis for the mean
square dipole moment for a system of point charges interact-
ing via a three-dimensional logarithmic bare pair potential
s3D LGd. For this system, much less is known. Such a sys-
tem has recently been considered in the context of studying
confinement-deconfinement phase transitions in the
s2+1d-dimensional Abelian Higgs model.14 The results are
shown in Fig. 6.

Qualitatively and quantitatively the results are the same in
the 3D LG as for the 2D case. This strongly suggests that the
3D LG also has a low-temperature dielectric insulating phase

FIG. 1. The mean square dipole momentks2l as a function of
temperaturestop paneld, and system sizesbottom paneld for the 2D
Coulomb gas. The middle panel shows the scaling exponenta ex-
tracted fromks2l,LasTd.

FIG. 2. Inverse dielectric constant taken at the smallest possible
wave vector in a finite systemk =s0,2p /Ld and plotted against
temperatureT for system sizesL=10, 30, 50, 70, and 100 for the
2D Coulomb gas. The decrease ofe−1 towards zero becomes
sharper with increasingL, consistent with the prediction of a dis-
continuous jump. Errorbars are given in the top and bottom curves,
and omitted for clarity in the others.

FIG. 3. The coefficiente4 of the fourth order term of the expan-
sion of the free energy, for the 2D Coulomb gas. The same systems
are used in this plot as in Fig. 2, and the depths decrease with
increasingL. The important question is whether this dip vanishes at
Tc or not. Errorbars are omitted but will be reintroduced in Fig. 4.
The oscillation at highT is due to noise from the reweighting.
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separated by a phase transition from a high-temperature
phase. In the low-temperature regime the charges of almost
all dipoles are bound as tightly as possible, the separation of
the charges correspond to the lattice constant. In the high-
temperature regime the dipoles have started to separate, re-
flected by a scaling ofks2l,LasTd with the system size. Since
asTd=0 at low temperatures whileasTdÞ0 in the high-
temperature regime a non-analytic behavior ofasTd is im-
plied. This necessarily corresponds to a phase transition in
the vicinity of T<0.3, a temperature which agrees well with
Ref. 14 where a critical value ofTc=1/3 wasobtained.

Note that, although this simple type of analysis of the
mean square dipole moment does not by itself suffice to
determine the character of these phase transitions either in
the case of 3D LG or 2D CG, it does suffice to shed light on
the important issue of whether a low temperature insulating
phase exists in the 3D LG as well. This is far from obvious,
since the screening properties of a three-dimensional system
of charges interacting logarithmically is quite different from

that of a Coulomb systemsin any dimensiond.16 It is there-
fore of considerable interest to repeat the analysis carried out
for the 2D Coulomb gas to, if possible, determine the char-
acter of a metal-insulator transition in the 3D LG.

In Fig. 7 we show the inverse dielectric constant for the
3D LG as a function of temperature for various system sizes.
It shows qualitatively the same behavior as for the 2D CG in
that the decrease ofe−1 towards zero becomes sharper with
increasingL. However, the downward drift in the tempera-
ture at which the inverse dielectric constant starts decreasing
rapidly is more pronounced than in the 2D CG case.

In Fig. 8 we have plotted the fourth order coefficient
against temperature for the 3D LG system, and the depth of
the dip as a function of system size is shown in Fig. 9. It
would clearly have been desirable to be able to access larger

FIG. 4. Depth of the dip in the fourth order term shown in Fig.
3 for the 2D Coulomb gas. The data are obtained from simulations
of system sizes ranging fromL=4 to L=100 and plotted both on a
linear scalesinsetd and on a log-log scale. The positive curvature in
the log-log plot clearly indicates a nonzero value of the depth when
extrapolating to the limitL→`.

FIG. 5. Temperature minimizinge4 as a function of inverse
system size for the 2D CG. The values are plotted both on a linear
scale and on a log-log scalesinsetd. This temperature reaches a
nonzero value atL→` indicated by the positive curvature in the
log-log plot. Extrapolation givesTc=1.36±0.04.

FIG. 6. Mean square dipole momentks2l as a function of tem-
peraturestop paneld and system sizesbottom paneld for the 3D
system of point charges interacting with a logarithmic bare pair
potentials3D LGd. The middle panel shows the scaling exponenta
extracted fromks2l,LasTd.
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system sizes than what we have been able to do in the 3D LG
case, to bring out a potential positive curvature that was ob-
served in the 2D CG case. From these results, it is unfortu-
nately not possible to tell whether the depth of the dip re-
mains finite and negative asL→` of if it vanishes. Hence,
we are presently not able to firmly conclude that the inverse
dielectric constant in the 3D LG experiences a discontinuity.

The temperature locating the minimum ine4 as a function
of system size is shown in Fig. 10 for the 3D LG system.
Extrapolation givesTc=0.30±0.04.

C. 3D Coulomb gas

In this subsection, we contrast the results of the 2D Cou-
lomb gas and the 3D LG to those of the 3D Coulomb gas.
The 3D CG is known to be in a metallic high-temperature

phase forall finite temperatures and should exhibit quite
different finite-size scaling ofks2l compared to the 2D CG
case.11,14,25The results are shown in Fig. 11. Note that the
temperature dependence of the curves for all different system
sizes are qualitatively different in the 3D CG compared to
those in the 2D CG and the 3D LG. This becomes particu-
larly apparent upon considering theL dependence ofks2l for
various temperatures, where the steepness of the curves in-
creases with decreasing temperature, resulting in a scaling
exponentasTd sfrom ks2l,LasTdd which decreases with in-
creasing temperature. This is quite consistent with what is
known for the 3D CG, namely, that it exhibits a metallic state
for all finite temperatures, equivalently it corresponds to
Polyakov’s permanent confinement.11,14 It is evident that the
scaling results forks2l for the 2D CG and the 3D LG are
qualitatively and quantitatively the same, and that they are
qualitatively different from those exhibited by the 3D CG.
For low temperatures,ks2l seem to be increasing with tem-
perature. This is only a vacuum effect, since vacuum con-

FIG. 7. Inverse dielectric constant taken at the smallest possible
wave vector in a finite system,k =s0,2p /L ,0d, and plotted against
temperatureT for system sizesL=4, 10, 16, 30, 40, and 56, for the
3D LG system. The decrease ofe−1 towards zero becomes sharper
with increasingL, consistent with the prediction of a discontinuous
jump. However, the downward drift in the temperature at which the
inverse dielectric constant starts decreasing rapidly is more pro-
nounced than in the 2D CG case. Error bars are given in the top and
bottom curves, and omitted for clarity in the others.

FIG. 8. The coefficiente4 of the fourth order term of the expan-
sion of the free energy for the 3D LG model. The depths decrease
with increasingL, and the important question is whether this dip
vanishes atTc or not. Errorbars are omitted but will be reintroduced
in Fig. 9.

FIG. 9. Depth of the dip in the fourth order term shown in Fig.
8 for the 3D LG. The data are obtained from simulations of system
sizes ranging fromL=4 to L=60 and plotted both on a linear scale
sinsetd and on a log-log scale. The lack of clear positive curvature in
the log-log plot that was observed in 2D CG case makes the ex-
trapolation to the limitL→` more difficult for the system sizes we
have been able to access in 3D.

FIG. 10. Temperature minimizinge4 as a function of inverse
system size for the 3D LG system. The values are plotted both on a
linear scale and on a log-log scalesinsetd. This temperature reaches
a nonzero value atL→`. Extrapolation givesTc=0.30±0.04.
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figurations do not contribute to the measurement ofks2l.18

This means that close to vacuum, only configurations result-
ing from the insertion of one single dipole at the smallest
possible distance will contribute. See also Sec. IV D.

The inverse dielectric constant for the 3D CG is shown as
a function of temperature in Fig. 12 with system sizes rang-
ing up toL=50. Here also,e−1 decreases from unity to zero,
but the downward drift in the temperature at whiche−1 de-
viates from unity seems to be even stronger than for the 3D
LG model. Additionally, the decrease towards zero does not
sharpen significantly with increasingL.

We find a similar minimum in the fourth order term in the
expansion of the free energy for the 3D CG,e4/L2, shown in
Fig. 13. However, the dip vanishes asL→` in the current

model. This is clearly shown in Fig. 14 in contrast to the
Figs. 4 and 9 of the other two models.

For completeness we have included in Fig. 15 a plot of
the temperature locating the minimum ine4 as a function of
system size also for the 3D CG. There is no phase transition
to which this temperature is associated, and the stronger
downward drift mentioned above is evident when contrasting
this plot to Fig. 10 of the 3D LG. The temperature is reduced
by a factor 2 in the largest system considered in the 3D CG
compared to the smallest whereas the variation is much
smaller in the 3D LG. However, thereis a weak curvature in
the log-log version of Fig. 15. Performing a similar extrapo-
lation as we did for the other two models we end up with a
“critical” temperatureTc=0.24±0.04.

D. Charge density

Finally we present in Fig. 16 the charge density for the
three models considered. In all three cases the charge densi-

FIG. 11. Mean square dipole momentks2l as a function of tem-
peraturestop paneld and system sizesbottom paneld for the 3D
Coulomb gas system of point charges interacting with a 1/r bare
pair potential. The middle panel shows the scaling exponenta ex-
tracted fromks2l,LasTd.

FIG. 12. Inverse dielectric constant taken at the smallest pos-
sible wave vector in a finite system,k =s0,2p /L ,0d, and plotted
against temperatureT for system sizesL=4, 8, 16, 30, and 50, for
the 3D CG system. The decrease ofe−1 towards zero does not
sharpen with increasingL, and there is a clear downward drift in the
temperature at whiche−1 deviates from unity. Error bars are given
in two of the curves, and omitted for clarity in the others.

FIG. 13. The coefficiente4 of the fourth order term of the ex-
pansion of the free energy, for the 3D CG. The depths decrease with
increasingL and seem to vanish asL→`. Errorbars are shown for
one of the systems for demonstration.
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ties are independent ofL and from these curves we can ap-
proximate the average separationrmean between the charges
assuming uniform distribution

rmean= S 1

QSum/V
D1/d

, s12d

where d is the dimension. We concentrate on the
sL-dependentd temperatures which minimizee4. In the two
logarithmically interacting models,rmeanranges from,4 for
the smallest systems and up to,8 for the largest. In the 3D
Coulomb gas on the other hand,rmean remains close toL
even for the largest system sizes meaning that the systems
are close to their vacuum states at these temperatures. This
strongly suggests that the features we investigate are only
extreme low-density effects in the 3D CG model. Screening,
which should take place at all temperatures in a system al-
ways being in a metallic state, is not possible in this limit.

In the 2D CG and 3D LG models the situation is different.
The interesting temperature domains are smaller and the
charge densities are kept close to constant which in turn al-
lows screening for the largest systems.

V. COMMENTS ON UNIVERSALITY

In the 2D CG, the universal jump to zero of the inverse
dielectric constante−1 is given by19,26

e−1 =
2Tc

p
. s13d

Using the estimate for the critical temperature found in sec-
tion IV A, the value atTc should, according to Eq.s13d, be
e−1=0.86±0.03. This is in agreement with Fig. 2, since it is
in this region the curves seem to split.

In Ref. 20, it was speculated that the finite negative value
of the fourth order moduluskY4l<−0.130 could be associ-

FIG. 14. Depth of the dip in the fourth order term shown in Fig.
13 for the 3D CG. The data are obtained from simulations of system
sizes ranging fromL=4 to L=50 and plotted both on a linear scale
sinsetd and on a log-log scale. It is clear that the dip vanishes in the
thermodynamic limit.

FIG. 15. Temperature minimizinge4 as a function of inverse
system size for the 3D CG system. The values are plotted both on a
linear scale and on a log-log scalesinsetd.

FIG. 16. Charge densityQsum/V plotted vs temperature on log-
log scales for thesad 2D CG, sbd 3D LG, andscd 3D CG models.
The volumeV corresponds to the total number of sitesLd. Note that
Qsum/V is independent of system sizeL in all three cases.
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ated with a universal number. In the 2D CG,Vk,L2 and
Qk

y,2p /L for large L, such that the modificationD
→D / sÎ2pd turns Eq.s8d into

FsTd − Fs0d =
D2

2
e−1 +

D4

4!
3e4. s14d

This means that ife−1 corresponds to the helicity modulus
kYl, it is 3e4 that corresponds to the fourth order modulus
kY4l. It is interesting to notice that 3e4=−0.141±0.015 fits
nicely with the value found in Ref. 20, speculated to be a
universal number. One may therefore speculate that the value
of e4 at Tc is a universal number independent ofTc. Whether
this is a sign of a true universality or a mere coincidence
requires further investigation.

One should also note that with this modification ofD, the
additional twist term in theXY Hamiltonian s1d becomes
Î2D sins2py/Ld /L. It seems natural to suggest that the net
effect of a sine twist is given by its r.m.s. value, i.e.,
f1/Le0

L sin2s2py/Lddyg1/2=1/Î2. This gives a net twist ofD
across the system, which is the same as in Ref. 20.

The universal jump ofe−1 in the 3D LG is given by the
flow equations derived in Ref. 14. In our units, this jump is
predicted to be

e−1 =
5Tc

2
, s15d

and by using the critical temperature found in section IV B,
this amounts to ane−1 in the intervals0.65,0.85d. Since the
different curves in Fig. 7 do not merge in the low-
temperature regime, as they do in the 2D CG case, it is
difficult to make a precise determination of the jump in the
3D LG based on these simulations. However, one cannot rule
out that the jump lies inside the interval mentioned.

VI. CONCLUDING REMARKS

In this paper we have considered various quantities re-
lated to a possible phase transition in systems of point
charges interacting with bare logarithmic pair potentials, in
2D and 3D. We have also carried out comparisons with the
results obtained in the 3D Coulomb gas in some cases. The
quantities we have focused on are the fluctuations of the
dipole momentks2l and the fourth order coefficient of the
free energy expanded in an appropriate twist. We have shown
that the dipole moment fluctuations, associated with the po-
larizability of the charge systems, has a scaling exponent
asTd defined byks2l,LasTd which is positive above some
temperature and zero below this temperature for the 2D CG
and the 3D LG cases, and is an increasing function of tem-
perature. On the other hand, for the 3D CG caseasTd is finite
positive for all temperatures we have considered, and is a
decreasingfunction of temperature. This in itself strongly
suggests that the 3D LG has statistical physics much more
akin to the 2D CG than to the 3D CG. For the 2D CG we
have demonstrated that the inverse dielectric constant expe-
riences a discontinuous jump to zero at the phase transition.
This has been done by investigation of a series expansion of

free energy using Monte Carlo simulations. The possibility
of a universal value of the fourth order term proposed in Ref.
20 has also been commented on, and a possible agreement
with this value has been observed. The method developed in
this paper will apply to any gas of vortex loops or point
charges with any interaction potential. We have applied it to
the 3D LG. Although it would have been desirable to be able
to access larger system sizes than what we have been able to
in the present paper, the results we obtain for the 3D LG
suggest that this model may also undergo a metal-insulator
transition with a discontinuity in the inverse dielectric func-
tion at the critical point, in agreement with the renormaliza-
tion group results of Ref. 14.
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APPENDIX A: DUALITY TRANSFORMATION

The partition function for theXY model with coupling
constantJ=1 is

Z = Pi E dui

2p
ebor coss¹u−2pTd, sA1d

where the sum is over all links between lattice points¹u
;ui −u j andTsr d is the twist between the two lattice points
sharing the linkr . We will consider three spatial dimensions
and comment on any differences in 2D. Applying the Villain
approximation, we get

Z =E Duo
hnj

e−sb/2dor s¹u − 2pT − 2pnd2. sA2d

nsr d is an integer-valued field taking care of the periodicity
of the cosine. By a Hubbard-Stratonovich decoupling, one
finds

Z =E DuDvo
hnj

e−orfs1/2bdv2+iv·s¹u−2pT−2pndg . sA3d

The summation overn may now be evaluated using the Pois-
son summation formula

o
n=−`

`

e2pinv = o
l=−`

`

dsv − ld sA4d

at each dual lattice point, yielding

Z =E Duo
hlj

eor2pi l·T−i l·¹u−s1/2bdl2. sA5d
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The field lsr d is integer valued. Now, performing a partial
summation on the second term in the exponent, theu inte-
gration may be carried out. This produces the constraint that
l must be divergence free, solved by the introduction of an-
other integer-valued field such thatl = ¹ 3h. Note thathsr d
is a scalar in 2D. The partition function is now

Z = o
hhj

eor2pis¹3hd·T−s1/2bds¹ 3 hd2, sA6d

and we observe thath→h+ ¹f is a gauge transformation.
In two dimensions, the corresponding gauge transformation
is h→h+c, wherec is a constant. Using Poisson’s summa-
tion formula once more, we get

Z =E Dho
hmj

eor2pis¹3hd·T−s1/2bds¹ 3 hd2+2pih·m, sA7d

leaving h no longer integer valued. The fieldmsr d is what
corresponds to vortex excitations in theXY model. The
gauge invariance of the theory produces the constraint
orfs¹ ·md=0 for all configurations ofm. Choosing for in-
stancef= ¹ ·m, it is clear thatm must be divergence free,
i.e., the field lines are closed loops. In 2D, the corresponding
constraint isorm=0, indicating an overall charge neutrality
in the 2D Coulomb gas or zero total vorticity in the 2DXY
model.

By another partial summation, we are now left with a
Maxwell term and a coupling term between the gauge fieldh
and the currentM sr d;m+ ¹ 3T:

Z =E Dho
hmj

eor2pih·M−s1/2bds¹ 3 hd2. sA8d

One may now perform a partial integration in the second
term and use the gauge where¹ ·h=0, such that¹3 ¹ 3h
=−¹2h. Then, by going to Fourier space and completing
squares, theh integration becomes Gaussian. This leaves us
with

Z = Z0o
hmj

es2bp2/NdoqM qGq
−1M −q, sA9d

where¹2e±iq·r ;e±iq·rGq and Z0 is a constant. Defining the
discrete Laplacian by

D2fsr d = o
m

ffsr + êmd + fsr − êmd − 2fsr dg, sA10d

it is clear thatGq=−2sd−om=1
d cosqmd, denoting the number

of space dimensions byd. Returning to real-space represen-
tation, we arrive at

Z = Z0o
hmj

e−sb/2dor i,r j
M sr idVsur i−r j udM sr jd, sA11d

the interaction being given by

Vsr d =
2p2

L2 o
q

eiq·r

d − om=1

d
cosqm

. sA12d

APPENDIX B: EXPANSION OF FREE ENERGY

Consider the Hamiltonian

H0 =
1

2o
i,j

miVijm j , sB1d

describing a 3D system of integer-valued currentsm on a
lattice interacting via the potentialVij =Vsur i −r jud. We im-
pose periodic boundary conditions on the system. Perturbing
the fieldm with a transversal twist turns Eq.sB1d into

H =
1

2o
i,j

sm + ¹ 3 TdiVijsm + ¹ 3 Td j . sB2d

We let the linear system size beL and define the discrete
Fourier transform by

fq = o
r

fsr deiq·r , sB3d

where r =snx,ny,nzd and ni =0, . . . ,L−1. The inverse trans-
form is

fsr d =
1

N
o
q

fqe−iq·r , sB4d

whereq=2p /Lskx,ky,kzd andki =−L /2+1, . . . ,L /2. N is the
number of lattice sites. Let us also defineQ±q

n by Dne±iq·r

=e±iq·rQ±q
n , whereDn is a lattice derivative. In Fourier repre-

sentation the Hamiltonian becomes

H =
1

2N
o
q

smq
m + «mnlQ−q

n Tq
ldVqsm−q

m + «mrsQq
rT−q

s d.

sB5d

For later use, we calculate the derivative ofH, which is

]H

]Tq1

a =
1

N
«mnaQ−q1

n sm−q1

m + «mrsQq1

r T−q1

s dVq1
. sB6d

We also note that

]2H

]Tq1

a ]Tq2

b =
1

N
«mna«mrbQ−q1

n Qq1

r Vq1
dq1+q2,0 sB7d

is independent ofm and that all higher order derivatives are
zero.

The free energy is given byF=−T ln Z, where the parti-
tion function is

Z = o
hmj

e−H/T, sB8d

summing over all possible configurations ofm. By Taylor
expansion of the free energy in the twist, we get

FsTd − Fs0d = o
a

o
r 1

U ]F

]Tasr 1d
U

T=0
Tasr 1d

+ o
a,b

o
r 1,r 2

U ]2F

]Tasr 1d]Tbsr 2d
U

T=0
Tasr 1dTbsr 2d

+ ¯ . sB9d
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Note thatFsT =0d refers to the free energy of the unper-
turbed system described byH0. By writing each term in the
series in Fourier representation, one finds the equivalent ex-
pansion in Fourier components of the twist, i.e.,

FsTd − Fs0d = o
a

o
q1

U ]F

]Tq1

a U
T=0

Tq1

a

+ o
a,b

o
q1q2

U ]2F

]Tq1

a ]Tq2

b U
T=0

Tq1

a Tq2

b

2
+ ¯ .

sB10d

The first derivative becomes

]F

]Tq1

a =
1

Z
o
hmj

]H

]Tq1

a e−H/T ;K ]H

]Tq1

a L . sB11d

Proceeding, we find

]2F

]Tq1

a ]Tq2

b =
1

TK ]H

]Tq1

a LK ]H

]Tq2

b L +
]2H

]Tq1

a ]Tq2

b

−
1

TK ]H

]Tq1

a

]H

]Tq2

b L sB12d

for the second derivative and

]3F

]Tq1

a ]Tq2

b ]Tq3

g =
1

T2F2K ]H

]Tq1

a LK ]H

]Tq2

b LK ]H

]Tq3

g L
+K ]H

]Tq1

a

]H

]Tq2

b

]H

]Tq3

g L −K ]H

]Tq1

a L
3K ]H

]Tq2

b

]H

]Tq3

g L −K ]H

]Tq2

b LK ]H

]Tq1

a

]H

]Tq3

g L
−K ]H

]Tq3

g LK ]H

]Tq1

a

]H

]Tq2

b LG sB13d

for the third. We have exploited the fact that third derivatives
of H vanishes. The fourth derivative is found to be

]4F

]Tq1

a ]Tq2

b ]Tq3

g ]Tq4

d =
1

T3H6K ]H

]Tq1

a LK ]H

]Tq2

b LK ]H

]Tq3

g LK ]H

]Tq4

d L − 2FK ]H

]Tq1

a LK ]H

]Tq2

b LK ]H

]Tq3

g

]H

]Tq4

d L
+K ]H

]Tq1

a LK ]H

]Tq3

g LK ]H

]Tq2

b

]H

]Tq4

d L +K ]H

]Tq1

a LK ]H

]Tq4

d LK ]H

]Tq2

b

]H

]Tq3

g L +K ]H

]Tq2

b LK ]H

]Tq3

g LK ]H

]Tq1

a

]H

]Tq4

d L
+K ]H

]Tq2

b LK ]H

]Tq4

d LK ]H

]Tq1

a

]H

]Tq3

g L +K ]H

]Tq3

g LK ]H

]Tq4

d LK ]H

]Tq1

a

]H

]Tq2

b LG +K ]H

]Tq1

a LK ]H

]Tq2

b

]H

]Tq3

g

]H

]Tq4

d L
+K ]H

]Tq2

b LK ]H

]Tq1

a

]H

]Tq3

g

]H

]Tq4

d L +K ]H

]Tq3

g LK ]H

]Tq1

a

]H

]Tq2

b

]H

]Tq4

d L +K ]H

]Tq4

d LK ]H

]Tq1

a

]H

]Tq2

b

]H

]Tq3

g L
+K ]H

]Tq1

a

]H

]Tq2

b LK ]H

]Tq3

g

]H

]Tq4

d L +K ]H

]Tq1

a

]H

]Tq3

g LK ]H

]Tq2

b

]H

]Tq4

d L +K ]H

]Tq1

a

]H

]Tq4

d LK ]H

]Tq2

b

]H

]Tq3

g L
−K ]H

]Tq1

a

]H

]Tq2

b

]H

]Tq3

g

]H

]Tq4

d LJ . sB14d

Remembering that

U ]H

]Tq1

a U
T=0

=
1

N
«mnaQ−q1

n m−q1

m Vq1
, sB15d

it is straightforward to write the derivatives at zero twist as
m correlators. However, in many cases these expressions
may be simplified further. If the sum over all possible con-
figurationshmj is symmetric around zero, one finds that all
odd-order correlators are zero, resulting in

U ]F

]Tq1

a U
T=0

= U ]3F

]Tq1

a ]Tq2

b ]Tq3

g U
T=0

= 0. sB16d

Furthermore, sinceVij =Vsur i −r jud, i.e., we have a transla-
tionally invariant system, the even-order correlators are sub-
ject to relations such as

km−q1

m m−q2

n l = km−q1

m m−q2

n ldq1+q2,0 sB17d

and
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km−q1

m m−q2

n m−q3

k m−q4

l l = km−q1

m m−q2

n m−q3

k m−q4

l ldq1+q2+q3+q4,0.

sB18d

Thus, we find

U ]2F

]Tq1

a ]Tq2

b U
T=0

=
«msa«nrbQ−q1

s Q−q2

r Vq1
dq1+q2,0

N

3Sdmn −
Vq2

NT
km−q1

m m−q2

n lD sB19d

for the second derivative and

U ]4F

]Tq1

a ]Tq2

b ]Tq3

g ]Tq4

d U
T=0

=
«msa«nrb«ktg«lhdQ−q1

s Q−q2

r Q−q3

t Q−q4

h Vq1
Vq2

Vq3
Vq4

N4T3

3hkm−q1

m m−q2

n lkm−q3

k m−q4

l ldq1+q2,0dq3+q4,0

+ km−q1

m m−q3

k lkm−q2

n m−q4

l ldq1+q3,0dq2+q4,0

+ km−q1

m m−q4

l lkm−q2

n m−q3

k ldq1+q4,0dq2+q3,0

− km−q1

m m−q2

n m−q3

k m−q4

l ldq1+q2+q3+q4,0j sB20d

for the fourth. These expressions may also be applied to a
gas of point charges in 2D or 3D, that is whenm is a scalar
field. One way to do this is by replacing¹3T in Eq. sB2d
with its z component«znlDnTl, with the consequence that the
greek letter summations may be taken overx andy only. For
the second derivative, this results in

U ]2F

]Tq1

a ]Tq2

b U
T=0

=
«zsa«zrbQ−q1

s Qq1

r Vq1
dq1+q2,0

N

3S1 −
Vq1

NT
kmq1

m−q1
lD , sB21d

where we have appliedVq=V−q. We recognize the paranthe-
sis as the Fourier transform of the inverse dielectric response

functione−1sq1d in the low density limit. Note that the factor

«zsa«zrbQ−q1

s Qq1

r = Qq1

s Q−q1

s S1 −
Qq1

a Q−q1

b

Qq1

s Q−q1

s D sB22d

is a projection operator timesQq1

s Q−q1

s ,q1x
2 +q1y

2 , reflecting
the transversality of the twist.

To arrive at Eq.s8d, we chose the twists7d and computed
the sums appearing in the expansionsB10d for both the sec-
ond and fourth order term. The sum over direction is trivial,
since our twist points in thex-direction. The sum over mo-
menta is also managable, sinceTq

x has nonzero values only
for q=s0, ±2p /Ld. This sum gives two contributions in the
second order term, due to the restrictiondq1+q2,0. The same
argument results in four contributions for the three terms in
Eq. sB20d being a product of two second order correlators.
The term containing a fourth order correlator will give six
contributions due to the restrictiondq1+q2+q3+q4,0.

APPENDIX C: HIGHER ORDER TERMS

Using the method described in this paper involves ex-
trapolation toL→` and deciding whether or not the fourth
order term in the expansionsB10d goes to zero or to a finite
nonzero value. This procedure could in some cases be diffi-
cult. However, if the fourth order term had turned out to be
zero in the thermodynamic limit, it wouldnot necessarily
mean that the second order term, the inverse dielectric re-
sponse function, would have to go continuously to zero. In
fact, if one were able to prove that the fourth order term is
negativeor zero, one could go on to investigate the sixth
order term instead. If it then turned out that the value of the
sixth order term was hard to establish, one could in principle
repeat the procedure and go to higher order terms. We there-
fore include the sixth derivative here. To simplify calcula-
tions, we work with a twist in thex direction only:
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Note that we are allowed to permute the momentaq1, . . . ,q6, since these are summed over in the free energy expansion.
Assuming vanishing odd-order correlators and imposing thatm is a scalar field gives
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We perform large-scale Monte Carlo simulations on an effective gauge theory for a deep easy-
plane antiferromagnet, including a Berry phase term that projects out the S = 1/2 sector. Without
aBerry phase term, the model exhibits a phase transition in the 3DXY universality class associated
with proliferation of gauge-charge neutral U(1) vortices. The instantons that eliminate the phase
transition in the gauge-charged sector are suppressed by the Berry phases. The result is a first-order

phase transition.
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The Landau–Ginzburg–Wilson (LGW) theory for
phase transitions has been an immensely successful
paradigm of physics for the last 50 years. It is one
of the cornerstones of statistical and condensed matter
physics, providing deep insight into phase transitions [1].
The standard example is the well-known paramagnetic-
ferromagnetic phase transition. Recently, examples of
phase transitions that do not fit into the LGW paradigm
have been discussed [2–4]. These are specific continuous

quantum phase transitions from a Néel state with con-
ventional antiferromagnetic order into a paramagnetic
valence-bond solid (VBS) state [5]. In the Néel state,
an SU(2) symmetry is broken, while in the valence-bond
solid translational symmetry is broken. Hence, the phase
transition separating them is an order–order phase tran-
sition with two distinct order parameters associated with
it. Continuous order–order phase transitions would not
easily fall within the LGW paradigm, where this type of
transitions are typically first-order.

An attempt to provide proof of evidence for these ideas
has recently been put forth [2]. It involves a deformation
of the Heisenberg model into an easy-plane quantum an-
tiferromagnet. The latter can be studied through the
deep easy-plane version of an effective lattice gauge the-
ory for a quantum antiferromagnet proposed in Ref. [6].
For S = 1/2 it has the action

S[θ,A; η] =
∑

j

[ 3
∑

µ=1

(

β

2
∑

a=1

[1− cos(∆µθja −Ajµ)]

+ κ {1− cos[(∆×Aj)µ]}
)

+ iηjAjτ

]

. (1)

The first term is reminiscent of the CP1 representation
of the non-linear σ model description of a quantum anti-
ferromagnet. There the orientation of the Néel order pa-
rameter is represented by nj = z∗jaσabzjb. The deep easy-

plane limit together with the constraint |z1|2 + |z2|2 = 1
allows us to write zja = eiθja/

√
2. A is a compact gauge

field which here is doing more than just being an auxil-
iary field, like in the case of the CP1 model. It determines
also the Berry phase for the above model. The index τ
corresponds to µ = 3, and the staggering factor is given
by ηj = ±1 and is independent of imaginary time. Note
that the present gauge field is a function of the space-
time coordinates, in contrast to the usual Berry gauge
potential appearing in SU(2) spin models [4], which is a
functional of the spin field.

Compactness of the gauge field gives rise to instan-
ton configurations [7] which are known to remove a sec-
ond order phase transition in a corresponding model with
only one complex scalar matter field and no Berry phase
[8]. Without the Berry phase and with two matter fields
present, it is known that one can rewrite the theory in
terms of a linear combination of phase fields which does
not couple to the gauge field, and one which does [9, 10].
Thus, regardless of whether the gauge field is compact or
not, the charge-neutral linear combination of phase fields
features topological objects which proliferate in a 3DXY
phase transition [10]. The remaining charged sector will
behave as for the one-component case [10, 11].

Recently, it has been argued that the Berry phase,
which is crucial to describe the phase inside the para-
magnetic phase [2, 3], suppresses the instantons at the
critical point. In a phase transition from a Néel to a VBS
state, the spinons are confined at either of these phases.
Irrelevance of instantons at the critical point leads to
the so called “deconfined quantum criticality” [2]. Here
we will investigate this point by monitoring the phase
transitions in the model (1) in the presence and absence
of a Berry phase term. As already mentioned, without
such a term we expect a phase transition in the 3DXY
universality class. The latter is driven by a vortex-loop
proliferation in the neutral sector. In the presence of a
Berry phase term, a phase transition is also expected in
the charged sector. Since the bare phase stiffnesses of the
two matter fields are the same, the proliferation temper-
ature of the neutral and charged cases will also be the



same. The result will be shown to be a single first-order
phase transition.

The deconfined quantum criticality scenario implies
that the critical point is governed by an easy-plane sys-
tem action featuring a non-compact gauge field, i.e.,

S[θ,A] =
∑

i

3
∑

µ=1

{

β
2

∑

a=1

[1− cos(∆µθia −Aiµ)]

+
κ

2
(∆×Ai)

2
µ

}

. (2)

This model with unequal bare phase stiffnesses has been
studied in great detail [10]. It features two distinct
second-order phase transitions, one belonging to the
3DXY universality class and another one correspond-
ing to the so-called inverted 3DXY transition [12]. In
the limit where the bare phase stiffnesses are equal, clear
signals of non-3DXY behavior are seen [10, 13]. In Ref.
13, strong indications of a first-order phase transition in
a loop-gas representation of the non-compact model Eq.
(2), were found. We will consider both Eqs. (1) and (2)
in detailed Monte Carlo (MC) simulations.

For performing MC simulations on the model with a
Berry phase term, it is convenient to introduce a dual
representation of the model Eq. (1). In such a represen-
tation the action is real, given by [4]

S[h(a), s; f ] =
1

2

∑

i

{

1

β
[(∆× h

(1)
i )2 + (∆× h

(2)
i )2]

+
1

κ
(h

(1)
i + h

(2)
i + fi + ∆si)

2

}

. (3)

Here, h
(a) are integer-valued dual gauge fields, and

εµλν∆νfλ
i = δµτηi. Note that we would obtain Eq. (3)

both for Eqs. (1) and (2), with fi = 0 for Eq. (2). For
Eq. (1) with compact Aiµ, si is integer-valued. For Eq.
(2) with a non-compact Aiµ, si is real-valued. There-
fore in the former case si can be gauged away since the
h

(a)-fields are integer-valued. We have chosen a gauge
where si = 0. The MC computations were performed
using Eqs. (2) and (3). For both Eqs. (2) and (3), we
have used κ = β. We have used the standard Metropolis
algorithm with periodic boundary conditions on a cubic
lattice of size L × L × L. For Eq. (3) we have used
L = 4, 8, 12, 16, 20, 24, 32, 36, 48, 60, 64, 72, 80, 96, 120,
while for Eq. (2) we have used L = 48, 64, 80, 96, 112, 120.
A large number of sweeps is required in order to get ad-
equate statistics in the histograms (see below) for the
largest system sizes. Firstly, we have computed the sec-
ond moment of the action M2 ≡ 〈(S − 〈S〉)2〉 for the
model with and without a Berry phase term. Secondly,
we have focused on a number of quantities that pro-
vide information on the character of the phase transi-
tion associated with the specific heat anomaly. The first
of these quantities is the third moment of the action,

M3 ≡ 〈(S − 〈S〉)3〉. At a second-order phase transition
this quantity should scale as follows. The peak-to-peak
height scales as L(1+α)/ν , whereas the width between the
peaks scales as L−1/ν [14]. At a first-order phase tran-
sition, these quantities scale as L6 and L−1/ν , respec-
tively [15]. We also study the probability distribution
P (S, L) of the action S for various system sizes. At a
first-order phase transition, P (S, L) will exhibit a double-
peak structure associated with the two coexisting phases.
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FIG. 1: (Color online) Specific heat M2 of Eq. (3) for various
system sizes. Panel (a): Without Berry phase term. The
peak develops into a singularity of the 3DXY type. Panel (b):
With Berry phase term. The peak develops into a δ-function
singularity with a peak scaling as L3, consistent with a first-
order phase transition. Note the symmetry and asymmetry of
the peaks in the right and left panels, respectively. This is to
be expected, since the peaks in the right panel originate with
the superposition of a 3DXY peak and an inverted 3DXY
peak.

The specific heat M2 is shown in Fig. 1. Panel (a)
shows the anomaly for the model Eq. (3) with no Berry-
phase term, i.e., ∆× f = (0, 0, η) = 0. The anomaly has
the characteristic asymmetric shape of the 3DXY model.
In this case, there are no Berry phases to suppress the
instantons of the compact gauge-field A at the critical
point. Hence, the charged sector does not feature critical
fluctuations that can interfere with those of the neutral
sector. When the Berry phase field f is included, the
specific heat is notably more symmetric and the anomaly
develops into a δ-function peak, consistent with a first-
order phase transition. This is shown in panel (b).

To investigate more precisely the character of the phase
transition when a Berry phase term is present, we have
performed finite-size scaling (FSS) of the third moment
of the action, M3 [14]. The results are shown in Fig.
2, panel (a). It is seen that for small and intermediate
system sizes, the height increases with L in a manner
which might appear consistent with that of a second-
order phase transition. However, the quality of the scal-
ing is not satisfactory, since a clear curvature in the scal-
ing plots is seen (red data points). As system sizes in-
crease we see a gradual increase in the apparent value of
(1 + α)/ν, until for large system sizes, we clearly have
M3 ∼ L6, consistent with a first-order phase transition
[15].
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FIG. 2: (Color online) Scaling of the height [panel (a)] and
width [panel (b)] of M3 of the action in Eqs. (2) and (3).
The lines in panel (a) represent L1.43 and L6. The former
is the 3DXY result. The lines in panel (b) represent L−1.49

and L−3. The former is the 3DXY result. For large system
sizes, the height and width scale in manner consistent with
a first-order phase transition. Also shown are results for Eq.
(3) with no Berry phase term f = 0 (green symbols). These
results follow the 3DXY scaling lines. The red symbols are
the results for Eq. (3) while the blue symbols are results for
Eq. (2).

Panel (b) of Fig. 2 shows the scaling of the width of
M3. Again, the line with the smallest negative slope is
the line one would obtain for the 3DXY model, while
the line with the most negative slope is ∼ L−3, charac-
teristic of a first-order phase transition. Again we obtain
apparent scaling, with a crossover regime at intermediate
length scales into a regime where the width scales as it
would in a first-order phase transition [15]. The results
of Fig. 2 provide further support to the notion that the
phase transition in the model with a compact gauge field
and a Berry phase term is a first-order phase transition.

To investigate this further, we have computed the
probability distribution P (S, L) for various system sizes.
The results are shown in Fig. 3. Panel (a) shows re-
sults for Eq. (1) in the representation Eq. (3). Panel
(b) shows results for Eq. (2). The Ferrenberg–Swendsen
algorithm has been used to reweight the histograms [16].
For L ≤ 48, we essentially have not been able to resolve
a double peak structure at all, showing that the phase
transitions in the models Eqs. (1) and (2) are weakly
first-order. We have located the transition temperature
from the peak structures in the specific heat and M3, and
performed long simulations at this temperature for each
L. For the largest systems, L = 96, 120, up to 120 · 106

sweeps over the lattice were done. A clear double-peak
structure in P (S, L) is seen to develop for system sizes

L > 60. The fact that such large system sizes are re-
quired to bring out the double-peak structure, implies
that this phase transition is weakly first-order.
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FIG. 3: (Color online) Histograms for the probability distri-
bution P (S, L) as a function of S/L3 for various system sizes
L. (a): results for Eq. (1) in the representation Eq. (3). (b):
results Eq. (2). A double peak structure develops with the
latent heat per unit volume approaching a finite constant as
L is increased. This is a hallmark of a first-order phase tran-
sition. For the largest systems, up to 120 · 106 sweeps over
the lattice were performed. A total of approximately 500000
CPU hours were used to obtain these results.

We also perform FSS of the height of the peak be-
tween the two degenerate minima in the free energy
− ln[P (S, L)]. This height should scale as L2 in a first-
order phase transition, since it represents the energy of
an area which separates two coexisting phases [17]. The
results are shown in panel (a) of Fig. 4. For large enough
systems, the height clearly approaches the dotted line
∼ L2, as in a first-order transition. This is corroborated
by extracting the latent heat per unit volume in the tran-
sition, shown in the lower panel of Fig. 4. It approaches
a nonzero constant as L is increased, as it should in a
first-order phase transition.

Further insight into the nature of the first-order phase
transition can be obtained by means of the renormaliza-
tion group (RG). In the field theory Lagrangian the in-
teraction of the easy-plane system reads Lint = u0(|z1|2+
|z2|2)2/2+v0|z1|2|z2|2 = u0(|z1|4+ |z2|4)/2+w0|z1|2|z2|2,
where w0 = u0 + v0. Consider a generalized situation
where the complex fields each have N/2 components. A
similarly generalized Ginzburg–Landau (GL) theory for
superconductors [18] shows that a second-order phase
transition occurs only if N is greater than a certain crit-
ical value. Thus, we consider the renormalized dimen-
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FIG. 4: (Color online) Panel (a) shows the scaling of
the height ∆F of the peak between the two minima in
− lnP (S, L) both for Eqs. (3) (red curve) and (2) (blue
curve). Dotted line is the line ∼ L2. The height scales as
∆F ∼ Ld−1. This is a hallmark of a first-order phase tran-
sition. Panel (b) shows latent heat per unit volume ∆S/V
as a function of L. The upper (blue) curve is from Eq. (2),
the lower (red) curve is from Eq. (3). ∆S/V approaches a
nonzero value as L is increased.

sionless couplings in d = 4 − ε dimensions, g = uµ−ε,
h = wµ−ε, and f , where f is the dimensionless gauge
coupling and µ is an arbitrary mass scale. The β func-
tions at one-loop order are [19] βg = −εg − 6gf + (N +
8)g2/2+2Nh2+6f2, βh = −εh−6hf +3(N +2)gh+6f 2,
and βf = −εf + Nf2/3. For all values of N no fixed
points such that h = 0 and f = 3ε/N exist. For N ≥ 2
and f = 0 there are two fixed points with h 6= 0, the
infrared stable one corresponding to h > 0. Two fixed
points with f = 3ε/N and h < 0 are found for N ≥ 300,
one of which is infrared stable while the other one is un-
stable and associated with multicritical behavior. In the
GL theory, the existence of a critical value of N above
which an infrared stable fixed point is found reflects the
strong-coupling behavior for N = 2, though being un-
able to reproduce it: actually it turns out that the phase
transition for N = 2 is second-order in the type II regime
[12], while a first-order phase transition occurs in the type
I regime, thus establishing the existence of a tricritical
point in the phase diagram [20, 21]. The same may oc-
cur here, which would apparently contradict the results
of the MC simulations; see also Ref. [13] for another sim-
ulation in a closely related model which also leads to a
first-order phase transition. However, it should be em-
phasized that the present simulation is made in the deep

easy-plane limit, i.e., the limit where |z1|2 − |z2|2 ≈ 0
at the core of the meron vortices. This limit is not as-
sumed in the RG analysis. In order to see if the large

N result really reflects the actual strong-coupling behav-
ior of the N = 2 theory, a nonperturbative approach is
needed. MC simulations of the type done in Ref. [21] is
a promising alternative.
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Thermal Fluctuations of Vortex Matter in Trapped Bose Condensates
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We perform Monte Carlo studies of vortices in three dimensions in a cylindrical confinement, with
uniform and nonuniform density. The former is relevant to rotating 4He, the latter is relevant to
a rotating trapped Bose condensate. In the former case we find dominant angular thermal vortex
fluctuations close to the cylinder wall. For the latter case, a novel effect is that at low temperatures
the vortex solid close to the center of the trap crosses directly over to a tension-less vortex tangle
near the edge of the trap. At higher temperatures an intermediate tensionful vortex liquid located
between the vortex solid and the vortex tangle, may exist.

Topological vortex excitations are hallmarks of quan-
tum ordered states such as superconductors and super-
fluids. Vortices are important at vastly different length
scales ranging from the dynamics of neutron stars to
transport properties in superconductors and rotational
response of ultracold atomic gases in optical traps [1, 2].
Particularly rich physics is associated with various or-
derings of quantum vortices, and the transitions between
them. In certain systems, even numerous aggregate
states of vortex matter are possible [3]. The simplest, yet
extremely important, temperature-induced phase transi-
tion in vortex matter in a one-component superconductor
or superfluid is the one from an ordered vortex line lat-
tice (VLL) to a disordered vortex liquid (VL) state. This
has been a subject of intense research in the context of
high-Tc superconductivity.

Remarkable progress has recently been made in the
physics of vortices in Bose-Einstein condensates (BEC)
of ultra-cold atoms [1, 2]. These systems are extremely
clean and have physical parameters controllable in a wide
range. This has led to many suggestions for testing a
number of general physical concepts in BECs. Since in-
dividual vortices, as well as their ordering patterns, can
be resolved in ultra-cold gases [1, 2], a natural question
arises if in these systems a thermally induced phase tran-
sition from VLL to VL can be observed, and if it can shed
more light on fundamental properties of the VL states in
quantum fluids in general. Detailed theoretical studies
of a model uniform system, with density corresponding
to the values attainable in the center of a trap, indicate
that in present experiments rotation is too slow and/or
particle numbers are too high to obtain a VLL melting
if the approximation of a uniform system holds [4]. We
also mention studies of quantum VLL melting in a one
dimensional optical lattice [5]. In a harmonic trap, the
condensate density will gradually be depleted from the
center of the trap towards its edge. This suggests that
thermal fluctuation effects will be enhanced close to the
edges. We thus focus on investigating possible crossover
states of vortex matter in a spatially inhomogeneous sys-
tem such as a trapped BEC.

Melting of vortex lines in a bosonic condensate can

be modeled by the uniformly frustrated lattice 3D XY
model (see e.g. [6–8]). We study a system which takes
into account the presence of a harmonic trap by using
the Hamiltonian

H = −
∑

〈ij〉

Pij cos(θj − θi − Aij), (1)

where θi is the phase of the condensate wave function at
position i. The factor Pij ≡ P (rij) = 1−(rij/R)2 if rij ≤

R, where R is the cloud size and rij is the radial distance
from the cloud center. For rij > R we set Pij = 0.
We account for circulation by introducing the potential

Aij =
∫ j

i
dl ·A. Here, ∇×A = (0, 0, 2πf), and f is the

number of rotation-induced vortices per plaquette in the
xy-plane.

We perform Monte Carlo (MC) simulations on Eq. (1)
with the Metropolis algorithm. We have considered cu-
bic numerical grids of size L3, with L = 36, 72, and along
the z-direction we impose periodic boundary conditions
to model an elongated system. The filling fraction is
f = 1/36, and temperatures T ∈ (0.30, 3.0) [9]. The
temperature at which the Bose condensation takes place
at zero rotation in a bulk system, is given by T = 2.2
in our units. We note that a rapidly rotating system
should be better described by the Lowest Landau Level
(LLL) approximation [10], characterized for instance by
the fact that the intervortex separation is comparable to
the vortex-core size. However, several experiments on
elongated systems are clearly outside the LLL regime.
For instance, in Ref. [2], the inter-vortex separation is
given as 5.0µm, while the healing length (vortex-core ra-
dius ξ) is 0.2µm. A parameter estimating the validity of
the LLL approximation is the ratio λ of the interaction
energy scale to the level spacing of the transverse har-
monic confinement [10], λ = 4πh̄2asn/(Mh̄ω⊥), where as

is the s-wave scattering length, M is the particle mass,
and ω⊥ is the trap frequency. The LLL approximation
requires λ � 1, while the parameters of Ref. [2] corre-
spond to at least λ ∈ 1− 100. Under such conditions, we
expect Eq. (1) to be adequate. (See also caption of Fig.
3).



In the problem of vortex matter in a trap we encounter
two specific circumstances, namely a finite-size situation
and an inhomogeneous density profile. We begin by ex-
amining the consequences of finite size, by studying the
system in a cylindrical container with a uniform Pij .
Such a situation is indeed relevant for the physics of liquid
4He. Vortex orderings in such a geometry at zero temper-
ature were studied in [11], however the VLL melting for
this case was addressed only for a planar geometry (see
e.g. [12]). Since the melting process in three dimensional
vortex matter is very different from that in two dimen-
sions due to the importance of vortex line bending, this
problem warrants careful consideration.

Fig. 1 shows the results of simulations of vortex mat-
ter in a cylindrical container with Pij = 1, rij ≤ R. At
low temperatures, the simulations reproduce orderings
with circular distortions of VLL near the container wall,
as predicted for 4He in a zero-temperature treatment of
the problem [11]. For a large number of vortices the
system reacquires the hexagonal lattice symmetry away
from the wall, see Fig. 1 (lower panel). Increasing the
temperature in the case of small number of vortices (up-
per panel of Fig. 1) the dominant vortex fluctuations
are associated with angular displacements, while radially
the vortex density remains ordered. For a larger number
of vortices (lower panel of Fig. 1) we find dominance of
angular fluctuations only for the vortices situated close
to container wall, while the center of the system does
not display this phenomenon. The crossover to a uni-
formly molten vortex system occurs in both cases only
at a higher temperature. The two-step thermal crossover
in the vortex pattern we find is analogous to that in two
dimensions where vortices are point-like objects (see e.g.
[12]). There is, however, a principal difference in our
case, since in three dimensions the VLL melting is ac-
companied by significant vortex bending fluctuations.

T = 0.50 T = 1.00 T = 1.25 T = 1.67

T = 0.50 T = 1.00 T = 1.25 T = 1.67

FIG. 1: xy positions of vortices in a cylindrical container in-
tegrated over z-direction, and averaged over every tenth of a
total of 5 ·105 MC sweeps. Top and bottom rows have L = 36
and L = 72, respectively. At T = 0.5, 1.0, we discern circular
ordering close to the cylinder wall combined with a hexago-
nally ordered state closer to the center. At T = 1.25, 1.67 we
observe dominance of angular fluctuations closest to the edge.

Let us now turn to the case of a harmonic trap (Eq.

1). In a uniform and infinite system, the fluctuations can
cause either VLL melting via a first-order phase transi-
tion or a second order transition associated with a ther-
mally induced proliferation of closed vortex loops near
the critical temperature where the vortices loose their
line-tension [8, 13]. In a finite-size inhomogeneous sys-
tem, the situation is different. A density gradient in a
trap may effectively be viewed as a temperature gradient
in a uniform system. It is clear that for low, but finite,
temperatures there will be a finite area near the edge of
the cloud which effectively would be at a high enough
temperature to feature an annulus of tension-less tangle
of vortices. This is a phase where the vortex-line ten-
sion (free energy per unit length) has vanished through
the proliferation of vortex loops [8]. The boundary where

this tangle sets in, marks the true boundary of the BEC.
An issue to be adressed is whether we encounter an ap-
preciable VL (i.e. tensionful but disordered vortex state)
layer between the tension-less vortex tangle and the VLL.

Fig. 2 shows snapshots of vortex configurations in the
model Eq. 1 generated by MC simulations at T = 0.5
and T = 1.0. For better visualization we choose the
vortex radius to be 0.4 of the grid spacing so it should
not be associated with the core size. The sharp bends at
short length scales result from the presence of a numerical
grid. Nonetheless, this model has proved to be accurate
for describing vortex fluctuations at scales larger than
the grid spacing [6–8].

FIG. 2: (Color online) Snapshots of vortex configurations in a
rotating trapped BEC at T = 0.5 (left figures) and at T = 1.0
(right figures). The top row shows a selection of 16 out of 72
layers in z direction. The bottom row shows smaller selections
in the xy plane, but 32 out of 72 layers in z direction. Fluc-
tuations are minimal in the trap center, and increase towards
the edge of the trap. A distinct front separating regions of
ordered and disordered vortices is easily identified.

We next locate the vortex liquid layer between the
ordered vortex state and the tension-less vortex tangle
closest to the edge of the trap. To this end, we take
snapshots of vortex matter at different temperatures, in
each case integrating over the z-direction. In a resulting
image, straight vortex lines will be seen as bright spots
while bent vortices will be seen as smeared out spots.
This may be related to experiments, where at least for



non-equilibrated vortex systems the z-integration renders
vortices essentially indistinguishable [14, 15]. The results
are given in the upper row of Fig. 3 for different temper-
atures. There we can identify regions of rather straight
and ordered vortex lines and a smeared region. To ob-

T = 0.50 T = 1.00 T = 1.25 T = 1.67

T = 0.50 T = 1.00 T = 1.25 T = 1.67

T = 0.50 T = 1.00 T = 1.25 T = 1.67

FIG. 3: xy-positions of vortices in a trapped BEC inte-
grated over z-direction. Top row are snapshots, while mid-
dle and bottom rows are averages of 105 and 5 · 105 MC
sweeps, respectively. Every tenth configuration has been sam-
pled. This provides information on the stability of the or-
dered region and the evolution of the disordered region as
T varies. Intervortex distance 2r0 = 2

p

h̄/MΩ and healing
length ξ = h̄/

√
2Mg2Dn ≤ ca/2, where a is lattice constant

and c is a constant of order, but less than, unity. Hence,
2h̄Ω/g2Dn ≤ c2/9, which according to Coddington et al. [1]
validates our approach.

tain further insight into the vortex matter in this case,
we also perform a thermal averaging as in Fig. 1. This
is shown in the second and third rows in Fig. 3. By
averaging over different number of snapshots we identify
a well-defined boundary between the ordered and disor-
dered regions. Indeed, in a finite system, averaging will
eventually produce a complete smearing even in the cen-
ter of the trap. We observe signatures of this effect in
the clear differences between the third picture in second
and third row of Fig. 3, where averaging was made over
105 and 5 · 105 MC sweeps, respectively. Thus, the time
scale of the fluctuations in the ordered regions are dra-
matically larger than those related to the fluctuations in
the disordered regions.

We next investigate the character of the vortex state
in the disordered region. It is known that in the VL the
helicity modulus, or equivalently the superfluid density,
is zero in any direction [7, 8]. Monitoring of the helicity
modulus could be employed to identify a region of a pos-
sible tensionful VL in the above pictures, as explained
below. In a trapped system the global helicity modulus
Υz [8] has no rigorous meaning, due to the non-uniform
Pij . However, we introduce a modified helicity modulus

in z direction, defined in a selected region between two
cylinders of radii R1 and R2. We do so by applying a
twist

∆(rij) ≡∆ij =

{

∆ẑ if R1 ≤ rij < R2,

0 otherwise,
(2)

to the model Eq. 1 and defining the modified helicity
modulus as follows,

Υ̃z(R1, R2) ≡
1

N ′

〈

∑′
Pij cos(θj − θi −Aij)

〉

−
1

TN ′

〈

∑′
[Pij sin(θj − θi −Aij)]

2
〉

. (3)

Here,
∑′ is over all links where ∆ij is nonzero (depend-

ing on R1 and R2) and N ′ is the number of these links.
In a uniform extended system the proliferation of vor-

tex loops happens via a second order phase transition
[8]. When loops proliferate, the condensate is destroyed.
The temperature of vortex-loop proliferation decreases
with increasing rotation (see Fig. 12 in [8]). Alterna-
tively, the destruction of the phase-coherence along the
z-axis is caused by destruction of the lattice order via a
first order transition. This scenario, if it is realized in a
trapped system, should be manifest in the shape of the
helicity modulus as the transition is approached, in that
it should be significantly different from the case without
rotation. Namely, one should see a remnant of a first

order phase transition with a near-discontinuity in the
helicity modulus, rather than the continuous variation
characterizing a second order transition driven by a pro-
liferation of vortex loops. If one were to observe no ap-
preciable difference in the temperature dependence of the
helicity with and without rotation, one would conclude
that the demarcation line seen in the images separates
an ordered region from tension-less vortex tangle, with
no discernible VL region. This scenario would imply a
well defined and regular structure of the boundary of the
VLL.

The results for Υ̃z(R1, R2) are shown in Fig. 4. These
measurements indeed show that the presence of a rota-
tion significantly reduces the temperature at which Υ̃z

vanishes. This reduction relative to the case of no ro-
tation decreases with increasing R1, R2. That is, panel
(d) is similar to panel (c) (no trap), whereas in panel
(g) there is little difference between Υ̃z(R1, R2) with and
without rotation. Thus, for the latter case the presence
of vortices essentially does not influence Υ̃z, and the de-
struction of superfluid density is driven by the prolifera-
tion of vortex loops. Panel (g) is connected to the three
leftmost panels in Fig. 3 in the following sense. The dis-
tinct demarcation line in these leftmost images separates
a vortex solid from a tension-less vortex tangle with no
visible tensionful VL region. This is consistent with the
experiments showing a very regular edge structure for
systems with large number of vortices [1, 2]. Note also
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FIG. 4: Results for Υ̃z(R1, R2). The two top panels show
thermal depletion of the superfluid density in the model Eq.
1 (r is the distance from the center of the trap) at the temper-
atures T = 2.50 (the lowermost curve), T = 2.00, T = 1.67,
T = 1.25, T = 1.00, T = 0.50. In panels (c)–(g), the
upper curve (+) is the helicity modulus without rotation,
while the lower curve (×) the helicity modulus with rotation-
induced vortices with filling fraction f = 1/36 as functions of
temperature. Panel (c) shows Υz for a cubic uniform sys-
tem with periodic boundary conditions. The upper curve
(+) has the properties of a second order transition (helic-
ity modulus vanishes because of vortex-loop proliferation),
whereas the lower curve (×) has the finite-size appearance
of a first order transition (suggesting that the helicity mod-
ulus vanishes because of vortex lattice melting) [7, 8]. The

remaining panels (d)-(g) show Υ̃z(0, R/4), Υ̃z(R/4, 2R/4),

Υ̃z(2R/4, 3R/4), and Υ̃z(3R/4, R), respectively. The vortex
plots on the left (obtained at T = 0.50) defines the radii R1

and R2 as white circles. Taking parameters from Ref. 2, and
using Ω = (h/M)Nv/2πR2 [2] where Nv is the number of vor-
tices in the trap, we find Ω ∼ 100Hz. Since ω⊥ ∼ 500Hz [2],
this puts us well outside the LLL regime.

the absence of circular distortion for the vortices at the
edge of the system. On the other hand, by comparing
panels (c) and (d), we see that Υz and Υ̃z are quite sim-
ilar. This points toward a possibility of the existence of
a tensionful VL phase close to the center of the trap.

We have considered vortex matter in the model Eq.
1 with uniform and nonuniform density. The uniform
case features dominant angular vortex fluctuations near
the wall of the cylinder. Vortex matter in a trapped
BEC is more complicated, due to density gradients. We
have identified a number of inhomogenous vortex states.
Notabley, we find a direct crossover from a vortex solid
to tension-less vortex tangle with no discernible inter-
mediate tensionful vortex liquid at low temperatures as
the edge of the trap is approached. This explains very
regular edges of VLL at finite temperatures in many ex-
periments. At higher temperatures, a possible tensionful
vortex liquid state located between a vortex solid at the
center and a tension-less vortex tangle closer to the edge
is identified. Our simulations indicate strong bending
fluctuations of vortices in this region which may obscure
its visibility in experiments. An experimental observa-
tion of the discrepancy between visible vortex numbers
and rotation frequency (as we predict for disordered vor-
tex states) has in fact been observed, albeit in an anhar-
monic trap [15].
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