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In memory of Chinedu and all mothers who sacri�ced their lives and lost their
dreams for the sake of their children…
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Abstract

Particle-�uid �ows are involved in many natural processes and industrial applications; some
examples are drying, solid fuel combustion, gasi�cation, and catalytic cracking. It is vital to
understand the phenomena involved in particle-�uid �ows in depth for design, predictions and
process improvements. Computational �uid dynamics (CFD) can be a robust tool for these studies
that complements costly experimental trials. Current computational power and resources do not
allow numerical simulations to resolve all physical and chemical scales in a single simulation.
State-of-the-art in large-scale numerical simulations is to carry out simulations at larger scales
with sub-grid models for small-scale phenomena. �erefore, the accuracy of the models is key
to be�er predictions in large-scale simulations.

Particle-�uid �ows have complexities due to many reasons. One of the main challenges is
to describe how the particle-�uid interactions vary when the particles are reacting. Particles
and the �uid interact through momentum, heat, and mass exchange. Momentum, heat, and mass
exchange are presented by the drag coe�cient (Cd), Nusselt number (Nu), and Sherwood number
(Sh) in �uid dynamics. Conventional models neglect the e�ects of net �uid �ow generated by
heterogeneous chemical reactions called Stefan �ow.

�is work aims to study how Stefan �ow a�ects the momentum, heat, and mass transfer
between particles and �uid in a particle-�uid �ow. A series of numerical simulations were per-
formed by increasing complexity step by step. Particle boundary layers were resolved in all the
simulations, and the particle interior was also resolved in the last stage. With a special interest in
entrained �ow biomass gasi�cation (EFBG), this work has chosen parameters relevant to EFBG.

In the �rst step, particle-resolved numerical simulationswere carried out for an isolated parti-
cle immersed in a uniform, isothermal (and non-isothermal) bulk �uidwith a uniform Stefan �ow.
Both isothermal and non-isothermal simulations have shown that the Stefan �ow has signi�cant
e�ects on drag coe�cient (Cd) and Nusselt number (Nu). We have observed from isothermal
results that the decrease/increase of the drag coe�cient (Cd) is due to expansion/shrinkage of
the boundary layer thickness, which leads to a change in the viscous force. Based on that, a
physics-based drag coe�cient (Cd) model was developed. For the next step, the drag coe�cient
(Cd) model was extended and modi�ed for a uniform non-isothermal bulk �uid �ow. Further-
more, a new Nusselt number (Nu) model was developed using volume-averaged temperature,
which captures the variation of thermo-physical parameters due to the temperature gradient be-
tween particle and bulk �uid. �emodel agrees well with the simulation data with a single ��ing
parameter.

�e second step was to explore the e�ects of neighboring particles on the drag coe�cient
(Cd) with a uniform Stefan �ow under isothermal conditions. Stefan �ow and neighbor particle
e�ects act on the particle independently when particle distance is greater than 2.5 diameters
(L/D > 2.5). However, at L/D ≤ 2.5, Stefan �ow e�ects dominate, and a strong force that
expels particles from each other was observed.

�e models previously developed under ideal conditions (uniform Stefan �ow, atmospheric
pressure) might not represent realistic conditions at reacting �ows. �erefore, the last step of
this thesis was particle interior resolved numerical simulations for an isolated char particle under
gasifying conditions. �e drag coe�cient (Cd), Nusselt number (Nu) and Sherwood number (Sh)
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from the simulations have been compared with conventional models without Stefan �ow. We
have observed that conventional drag coe�cient (Cd) and Nusselt number (Nu) models do not
accurately predict the force acting on a particle and heat transfer between the particle and bulk
�uid.

�e performance of the point-particle approach for reacting particle-�uid �ows, commonly
used in large-scale simulation, was also investigated by comparing it with particle interior re-
solved simulations for a gasifying particle. �e results showed a signi�cant deviation between
the results of the point particle model and resolved particle simulations. Several key uncertain-
ties in the models, such as the e�ectiveness factor and external heat and mass transfer, were
identi�ed.

�is work has shown that the e�ects of Stefan �ow are not negligible in reacting particle-�uid
�ows. Developed drag coe�cient (Cd) and Nusselt number (Nu) models can be used to improve
large-scale simulations’ predictions. �e study also contributes to widening the understanding
physics of particle-�uid interactions in reacting particle-�uid �ows. Conventional models for
drag coe�cient (Cd) and Nusselt number (Nu) (and Sherwood number (Sh)) do not represent the
momentum and heat transfer (and mass transfer) between a particle and the bulk �uid accurately
when there is a Stefan �ow due to heterogeneous reactions during char gasi�cation. �erefore,
the models should be further improved considering the e�ects of Stefan �ow.

�e models developed in this work are idealized for a uniform Stefan �ow, atmospheric pres-
sure, and spherical particle. It could be further improved for non-uniform Stefan �ow, high pres-
sure, and di�erent geometries. �is study mainly focused on the parameter range of gasi�cation
for model development. �erefore, it is important to test the e�ects of Stefan �ow for a wider
range applicable to other applications, such as combustion, and test whether the phenomena
are the same as observed in this work. We focused on char gasi�cation to study the e�ects of
Stefan �ow in more realistic conditions and to compare it with the point-particle method. �at
also could be studied for a wider range of applications and �nd at what conditions one has to
consider the e�ects of Stefan �ow on drag coe�cient (Cd), Nusselt number (Nu), and Sherwood
number (Sh). Furthermore, it would be important to �nd the models predicting closer to the
resolved-particle simulations for a particle with Stefan �ow to be used in the point-particle ap-
proach. Improving e�ectiveness factor models, including non-uniform temperature inside the
particle, is also vital.
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Chapter 1

Introduction

“Some people say, How can you live without knowing? I
do not know what they mean. I always live without
knowing. �at is easy. How you gect to know is what I
want to know.”

—Richard Feynman

�is thesis attempts to answer some fundamental and speci�c questions related to
the thermochemical conversion of biomass. �e fundamental work carried out for this
thesis deals with the e�ects of reactions on particle-�uid interactions in particle-�uid
�ows. Results can be applied not only to thermochemical conversion of biomass but
to any particle-�uid �ow with reacting particles. Speci�c questions address char gasi-
�cation during entrained �ow biomass gasi�cation (EFBG) out of thermochemical pro-
cesses.

�is chapter discusses the importance of biomass as a source of energy and the challenges
in using biomass for thermochemical conversion due to the complex nature. �en, research
questions are introduced with special emphasis on EFBG. At the end of this chapter, the aim of
the thesis and its research procedure is summarized.

1.1 �e role of biomass as an energy source

Our ancestors have utilized biomass for producing energy since the day, one of them struck
two wood pieces together and produced �re. Even before the Industrial Revolution, wood made
about 40% of the world’s energy usage [1]. A�er petroleum fuels came into play, wood became
less noticed in developed countries while developing countries continued to use wood. However,
during the last decades, climate change has brought back the interest in biomass as a clean energy
source.

�e major culprit of climate change is carbon dioxide (CO2) among other Green House gases
(GHGs), and high concentration of CO2 in the atmosphere is due to anthropogenic emissions.
�ere are two main approaches to mitigating the e�ects of GHGs. One way is to remove the
CO2 from the atmosphere, and the other is to stop further emissions. CO2 already in the at-
mosphere can be sequestered by capturing and storing. Future emissions can be reduced using
renewable sources of energy, sustainable ways of living, using e�cient methods and machinery
in the industry, Etc.

Having the largest forest area in European Union, which is continuing to increase annually,
biomass is one of the best renewable sources for Sweden. Biomass has its advantages and disad-
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vantages compared to other renewable energy sources. Biomass may not be as environmentally
friendly as wind and hydro-power due to processing activities, but the certainty of availability is
higher. Non-engineered biomass may be cumbersome to use too.

�e next section will discuss the complexities of biomass as a source for energy generation
purposes.

1.1.1 Biomass and its complexities

Biomass can be very complicated due to the heterogeneity inherited from the source such as
di�erent parts of a tree and the huge number of sources where it can come from such as many
varieties of trees and di�erent sources. Heterogeneity can make di�erences in density, chemical
compounds, and physical structure, including porosity. �en, the pre-processing such as milling
can also vary the size and shape.

Further, biomass conversion is a multi-phase process involving �uid and solid (a.k.a, particle-
�uid �ow). Particle and �uid �ow dynamics vary signi�cantly with particle concentration, size,
�uid parameters, Etc. As an example, the behavior of an isolated particle in a �uid will not be the
same as a particle in a �uid with high particle concentrations (�uidized bed or moving-bed pro-
cesses). Reactions of the particles with �uid (heterogeneous reactions) and �uid phase reactions
(homogeneous reactions) make the variations of thermo-physical properties of all phases and
interactions between particles and �uid. �is complicated nature of biomass itself, phenomenon
due to reactions, and multi-particle e�ects make it harder to understand and predict in particle-
�uid �ows.

A huge variation in parameters such as size, shape, and many more makes it hard to design
experiments related to biomass conversion due to the requirement of many experiments to be
conducted. �erefore, theoretical and numerical methods backed up by experimental data would
be the more practical way of studying biomass conversion as the variation of parameters can be
easily fed into a code or a model than conducting an experiment in many ways (space, money,
time, Etc.). �is thesis focuses only on the thermochemical conversion methods of biomass. �e
next section will discuss the thermochemical conversion methods available for biomass and their
advantages/disadvantages.

1.2 �ermochemical conversion of biomass

�ermochemical conversion of biomass can be categorized into pyrolysis, combustion and gasi-
�cation. �is thesis will mainly focus on the gasi�cation. Gasi�cation is the conversion of any
carbonaceous fuel to a gaseous product with usable heating value [2]. Gasi�cation produces
syngas (synthesis gas) which consists of di�erent concentrations of carbon monoxide (CO) and
hydrogen (H2) with other gases.

�e reactors used for gasi�cation can be classi�ed as; packed-bed, �uidized-bed or entrained-
�ow reactors based on how fuel interacts with the gasifying agent. Each reactor type has common
features, while there are di�erences based on the manufacturer. Table 1.1 shows the advantages
and disadvantages of each reactor type. Among three types of processes, entrained �ow gasi�-
cation (EFG) has the highest share of syngas production in coal gasi�ers due to its advantages
over other technologies [3] such as high carbon conversion, high syngas yield, high single unit
capacities, Etc. Although the EFG is at the commercial level with large-size plants utilizing coal,
EFG utilizing biomass is not at the commercial level yet due to some barriers [4, 5]. Further, there
are certain challenges in EFG process itself. �e major is modeling char gasi�cation [6, 7].

First, let us look at speci�c issues in biomass that hinder the industrialization of EFBG and
then discuss the challenges in modeling the char gasi�cation process.

4
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Table 1.1: Advantages and disadvantages of di�erent gasi�cation reactors [2, 3].

Reactor Advantages Disadvantages

Fixed-bed less fuel preparation
simple feeding system
less process control
less oxygen demand
low capitol and
operational expenditure

low exit gas temperature (tar
in gas)
low carbon conversion
low heat recovery from the
exit gas
more gas cleaning required

Fluidized-bed be�er gas quality
moderate oxygen and steam
consumption
potential for large capacities
li�el fuel preparation
high fuel �exibility

complex process control
less carbon conversion
tar in the product gas

Entrained-�ow high carbon conversion
high syngas yield
high single unit capacities
clean syngas

lot of fuel preparation
high oxygen demand
soot formation

1.2.1 Entrained �ow biomass gasi�cation (EFBG) and challenges

Coal gasi�cation technologies are not suitable for biomass gasi�cation due to the di�erences in
properties: di�erent reactivity, particle size, feeding issues related to biomass, Etc. �erefore, it
is harder to use coal gasi�cation technology for biomass without tailoring. �ere are very few
studies on the �uid dynamics of particle-�uid �ows of an entrained �ow biomass gasi�er. To �ll
the gap of knowledge, it is vital to know the following:

• what are the di�erences between biomass and coal, and where it a�ects the gasi�cation
process as opposed to the industrialization of EFBG

• studying particle-�uid interactions under EFBG reactor conditions in detail

Biomass and coal vary physically (size, shape, particle density, bulk density, moisture content,
morphology, Etc) and chemically (C, H, O, N, S, Etc.). Biomass particles have a more elongated
shape due to their �brous nature while coal particle are more spherical. �e moisture content
of biomass is generally higher in contrast to coal, and biomass is also hygroscopic. �at makes
biomass cohesive and less �owable, negatively a�ecting the feeding system and mixing with the
gasifying agent (CO2, steam) [5].

High soot concentration of syngas in entrained-�ow biomass gasi�ers is another main issue
that needs to be addressed [8, 9, 4]. Soot formation reduces gasi�cation e�ciency and causes
fouling and clogging of systems. Göktope et al. [10] showed that the primary soot formation
can be reduced by varying inter-particle distance in a high-temperature entrained-�ow biomass
gasi�cation process. �ey observed an interaction between fuel particles due to the overlap of
the wake behind the particles. Overlap occurs in high particle concentrations leading to high
soot volume fractions.

�e observations suggest that the particle-�uid interactions are a�ecting the soot forma-
tion. �is also can be related to the hygroscopic nature of biomass, making particles sticky,
and hindering the proper mixing of particles in the bulk �uid. �erefore, we can hypothesize
particle-�uid interactions play a major role in soot formation.

EFBG can be categorized into particle-laden �ows according to �uid dynamics. Particle-laden
�ows are multi-phase �ows with one or more dispersed phases and a continuous bulk phase.

5
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Particles may be solid particles, liquid droplets, or gas bubbles. In gasi�cation, the suspended
phase is solid biomass particles. More speci�cally EFBG process is a particle-laden �ow with
heterogeneous and homogeneous reactions. Further, above observations suggest that the particle
interactions via the �uid (indirect particle-particle interactions) play an important role (Soot
formation reaction phenomena will not be discussed here). Let us try to understand particle-
�uid interactions of reacting particles with closely spaced particles in particle-laden �ows.

1.3 Particle-�uid interactions

Particle-�uid interactions in particle-laden �ow occurs through momentum, heat and mass ex-
change between particle and �uid. In �uid dynamics momentum, heat and mass exchange is
represented by drag coe�cient (Cd), Nusselt number (Nu) and Sherwood number (Sh). Particle-
�uid interaction posibilities in a particle-laden �ow can be listed as follows according to classical
�uid mechanics (see Fig.1.1):

1. One way coupling
�e particle is a�ected by the �uid, but the feedback from the particles to the �uid is not
considered or negligible (classical Cd, Nu and Sh models can be used),

2. Two way coupling
�e particle immersed in the �uid is a�ected by the �uid and the �uid is also a�ected by
the particle (classical Cd, Nu and Sh models can be used),

3. �ree way coupling
Apart from two way coupling, indirect interactions between the particles exist via the �uid
and not negligible (classical Cd, Nu and Sh do not consider the e�ect),

4. Four way coupling
Direct interaction between particles, i.e. particle-particle collisions.

�ere are two important factors in classical particle-�uid interactions. One is; classical mod-
els (Cd, Nu and Sh) neglect the indirect particle interactions via the �uid (�ree-way coupling).
�e other is; the e�ect of reactions on particle-�uid interactions is neglected in classical particle-
�uid interactions (see Fig. 1.1) . Since the particle volume fraction in EFBG is less than 0.001, we
can neglect direct particle-particle interactions (four-way coupling).

Interaction between neighboring particle e�ects via the �uid in a particle-laden �ow can
also a�ect the exchange of momentum, mass, and heat between particle and �uid. �ese are also
further discussed in section 2.1 and 2.2.

When a non-equimolar reaction occurs during a heterogeneous reaction, the reaction gen-
erates an inward/outward �ow to/from the solid phase. �is �ow is usually called Stefan �ow.
Non-equimolar heterogeneous reactions occur during gasi�cation, such as the Buoduard reac-
tion:

Cs +CO2g → 2COg, (1.1)

Water-gas reaction:

Cs +H2Og → COg +H2g. (1.2)

Apart from changes in thermophysical properties of the gas occurring around the vicinity of a
reaction, when there is a Stefan �ow, a no-slip boundary will not be applicable, and it can vary
the momentum, heat, and mass exchange between the particle and �uid. �ere is some research
work on the e�ect of Stefan �ow on the force acting on a particle, and very few work on the mass
and heat transfer. More details can be found in section 2.2.

6

5663578_Inlaga.indd   145663578_Inlaga.indd   14 2022-11-21   10:082022-11-21   10:08



Figure 1.1: Interactions occurring in particle-laden �ow between particles and the bulk �uid.
Coupling 1 alone is called one-way coupling, 1 and 2 together is called two-way coupling, 1, 2
and 3 together is called 3-way coupling and 1, 2, 3 and 4 together is called 4-way coupling. Dark
arrows represent the particle velocity and dashed arrows represent transition in stages. Particles
are schematically represented with yellow circles.

�ere are no models forCd, Nu and Sh, or studies found in literature considering both e�ects
of Stefan �ow and neighboring particle. Considering the lack of knowledge on the e�ects of
Stefan �ow alone and the e�ects of closely located particles with Stefan �ow on momentum,
heat, and mass exchange between particle and �uid in particle-laden �ow; the research gaps can
be addressed by the following research questions.

• RQ1-What are the e�ects of Stefan �ow on the interaction between particles and
the bulk �uid?

• RQ2-How do reacting neighboring particles interact through the change in �uid
�ow?

�e next section discusses about the challenges in modeling char gasi�cation, which is a
major challenge in overall EFG process.

1.3.1 Char gasi�cation

Char gasi�cation is the slowest process during char conversion [11, 6, 7]. �erefore, it controls
the whole fuel conversion process.

Char gasi�cation can lie in 3 regimes based on reactive time scales (τr) and di�usive time
scales (τD). When τr >> τD , di�usion is fast, and char conversion is controlled by the chemical
reaction rates. �is region is called ‘Zone I’ where particle reacts uniformly, varying the density
of the particle and diameter is constant [12, 11, 13]. When τr << τD , di�usion time scales are
high, and the di�usion of species controls the reaction to the particle. As the τr is lower, and
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reaction rates are high, species do not reach inside the particle, and the reaction happens at the
particle’s periphery, varying the particle’s diameter and density constant. �is region is called
’zone III’. When the τr ≈ τD , both di�usive and reactive time scales are important, and both
particle density and diameter vary. �is is non-trivial to the model since both intrinsic chemical
reaction rates and pore-di�usion a�ect the overall reaction rate. One can resolve the whole parti-
cle instead of using models in a Computational Fluid Dynamics (CFD) simulation. However, this
is expensive in terms of computational power and time specially when there are many particles
in a �ow. �en, the point-particle method can be used where a particle is considered a point in
space that does not occupy any volume. �e e�ectiveness factor (η) is used to predict internal
properties using surface properties of a char particle in CFD simulations based on �iele modu-
lus (Th) [13]. �e momentum, heat, and mass exchange between particle and �uid are modeled
respectively through Cd, Nu and Sh. �erefore, it is critical to use accurate models in this ap-
proach for Cd, Nu and Sh. In general, the models used for the approaches are classical models,
which do not consider either the e�ect of Stefan �ow or the e�ect of neighboring particles.

No previous studies are re�ning a gasifying particle’s exterior and interior. �erefore, it is
important to study the variation of Cd, Nu and Sh during char gasi�cation and see the e�ects of
Stefan �ow. Furthermore, to compare re�ned simulation results with point-particle methods to
study the accuracy of the point-particle approach in char gasi�cation and other particle-laden
�ows with Stefan �ow. �is can identify current point particle approaches’ drawbacks and ways
to improve predictions.

Previous research questions will address the e�ects of Stefan �ow in particle-�uid �ows in
general. However, one of our purposes is to enhance the knowledge of particle-�uid interactions
in EFBG. �erefore, we will focus on the more speci�c case of char gasi�cation in EFBG where
research questions can be formulated as follows:

• RQ3-What are the e�ects of Stefan �ow on the interaction between particles and
the bulk �uid during char gasi�cation?

• RQ4-How does the point-particle methods perform in char gasi�cation compared
to particle-resolved simulations?

So far we have discussed the importance of modeling momentum (Cd), heat (Nu) and mass
transfer (Sh) for particle-laden �ows with reacting particles. Let’s have a general look why devel-
opment of models is important and status of model development for thermochemical conversion
of biomass.

1.4 Why models?

�e e�ects of reactions in particle-laden �ow can be studied using experimental methods, the-
oretical methods or numerical simulations. �e main focus of this work is numerical and the-
oretical (model development). In numerical simulations, computational power is used to solve
the governing equations of the �uid �ow (Navier-Stokes equations and other) using numerical
methods.

Particle-laden reactive �ows tend to be very complex due to multi-phase interactions, turbu-
lence, reactions and many other phenomena. �ese phenomena are occurring at di�erent length
and time scales. �e wide variation of length scales in particle-laden �ow are shown in Fig. 1.2.

�e reactor scales can be in the order of meters (O(101 − 100) m), multi-particle e�ects in
order of millimeters (O(10−2−10−3)m), single particle e�ects in order of millimeters tomicrom-
eters (O(10−3 − 10−6) m), particle pore scales in micrometers to nanometers (O(10−6 − 10−9)
m) and reaction scales in the order of nanometers (O(10−9) m). Time scales also have a wide
variation. It is not possible to do simulations that re�ne all the scales of a reactor with current
state in computational resources. �erefore, models are used to bridge the gap between small
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Figure 1.2: �e wide variation of length scales in a large scale reactor. Macro scales are in the
magnitude of meter (m), mesoscale is in the magnitude of milimeter (mm), microscale is in the
magnitude of micometer (µ m) and nanometer is in the magnitude of nanometer (nm).

and large scales. For example, reaction models are used for the simulation of reactions inside the
particles. Detailed reaction models are developed using molecular dynamic simulations (MDS).
�ese reaction models can be used in single or multiple re�ned, reacting particle simulations
using La�ice-Boltzmann methods or contimuum methods to develop Cd models for a reacting
particle. �e Cd models developed for a single particle can be used in reactor scale simulations
using point-partcle simulations.

Single particle scale in EFBG lies in theO(10−3−10−6)m and multi-particle scales can vary
in the O(10−4 − 10−2) m. According to RQ1, RQ2 and RQ3 this study is focused on coupling 2
and 3 of particle-�uid interactions when the particles are reacting. In all cases the interactions
occur though momentum, heat and mass exchange between particle and �uid. �erefore it is
important to study drag coe�cient (Cd), Nusselt number (Nu) and Sherwood number (Sh) with
Stefan �ow and neighboring particle e�ects. Let’s have a look at what is to be considered in
overall model development for thermochemical conversion of biomass.

1.4.1 Modeling thermochemical conversion of biomass

According to the author’s knowledge, there is no perfect model so far in any �eld of science. A
perfect model is the ultimate goal of natural sciences. �ermochemical conversion of biomass
requires a model that can consider all the initial and time-varying parameters. However, a model
should be as simple as possible to be used. Among many parameters important in the thermo-
chemical conversion of biomass, some are particle size, shape, porosity, material density, pore
distribution, neighbor particle e�ects, and e�ect of reactions.

As we have discussed previously, it is important to know the overall exchange of momentum,
heat, andmass between a particle and the bulk �uid in particle-laden �ows such as pulverized fuel
gasi�cation/combustion. Momentum, heat, and mass exchange are presented as dimensionless
numbers in transport phenomena; drag coe�cient (Cd), Nusselt number (Nu), and Sherwood
number (Sh) respectively. A perfect model for Cd,Nu and Sh would consider the e�ects of;
bulk �uid properties, inherent particle properties, transient particle properties, neighbor particle
interactions, the e�ect of heterogeneous and homogeneous reactions.

One can depict the development of models for Cd and Nu di�erently (based on literature).
Figure 1.3 has summarized based on current development and forecast for the remaining devel-
opments for momentum and heat transfer models relevant for reacting particles in particle-laden
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�ows. Further, Fig. 1.3 shows the contributions of this thesis to the development and improve-
ment of models via research questions (RQs). �is thesis covers part of Levels 2 and 3, which will
be discussed more in the next section under the aim of the thesis.

Knowing the RQs and what parameters need to be studied to answer the questions, the aim
and scope of the thesis can be discussed.

Figure 1.3: Development of momentum exchange (Cd), heat exchange (Nu) and mass exchange
(Sh) models between a particle and �uid in a particle-laden �ow. Here neighbor particles have
represented by two particles which can be more than two. Particle shape, porosity, Stefan �ow
and neighbor particle e�ects have used to categorize the levels here. �e e�ect of thermophyscial
property changes are not shown here.

1.5 Aim and scope of the thesis

�is study aims to develop and improve models for the exchange of momentum and heat transfer
between particles and the bulk �uid in reacting particle-laden �ow. More speci�cally, the thesis
has the following seven goals:

• To develop a model for the drag coe�cient (Cd) for �ow around a spherical particle with
uniform Stefan �ow around the particle-RQ1.

• To develop a Nusselt number (Nu) model for �ow around a particle with uniform Stefan
�ow around the particle-RQ1.
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• Detailed analysis of the e�ect of reacting neighbor particles on the �ow around the particles
and e�ect on the drag coe�cient (Cd) of each particle-RQ2.

• To develop a numerical platform for the char gasi�cation that resolves both interior and
exterior of the particle-RQ3 and RQ4.

• To evaluate the drag coe�cient (Cd), Nusselt number (Nu) and Sherwood number (Sh) in
a more realistic case of char gasi�cation with non-uniform Stefan �ow from the particle-
RQ3.

• Detailed analysis of parameters and �ow�eld variations during char gasi�cation of biomass
in EFBG-RQ3 and RQ4.

• To �nd the suitability of using point particle simulation methods for biomass char gasi�-
cation at EFBG conditions-RQ4.

1.6 Methods of research

�e overview of the research work is summarized in Fig. 1.4. According to the �gure, there
are four major steps in the work. �e �rst and second steps are isothermal and non-isothermal
simulations of gas �ow surrounding an isolated particle with uniform Stefan �ow around the
particle. �is covers RQ1, and more details can be found in the paper I and II. �e third step
is studying the e�ect of neighboring particles with uniform Stefan �ow around the particles in
an isothermal bulk �uid �ow. �is work studied RQ2, and details can be found in paper III. �e
fourth work is reacting particle simulations, where an isolated particle reacts under gasi�cation.
�is work studied RQ3 and 4. Further details are available in papers IV and V.

Figure 1.4: Step-wise simulations carrying out during this work. �e plain color indicates the
assumption of uniform �elds (e.g.: isothermal)

RQ1 is the interactions between an isolated reacting particle and the bulk �uid in a particle-
laden �ow. �erefore, the length scales are in the range of particle diameters to the boundary
layer size. Single particle simulations need to resolve the particle and the boundary layer to
capture the e�ects of reactions. �is simulation category is o�en called particle-resolved direct
numerical simulations (PR-DNS).

RQ2 is the interaction of reacting particles with the neighbor particles via the bulk �uid. �e
study is limited to two particles in line with each other; therefore, length scales are in the range
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of two particles and boundary layer thickness. PR-DNS simulations are carried out for this work
too.

Both RQ1 and RQ2 are theoretical studies where the e�ect of the reaction is considered as a
uniform Stefan �ow around the particle/particles. �erefore, the particle interior is not resolved.
However, to study the e�ects of reactions during char gasi�cation (RQ3 and RQ4), one reaction
is considered inside the particle, creating a Stefan �ow. �erefore, both the interior and exterior
are resolved in these simulations.

�e step-wise procedure followed to answer all research questions is explained in detail below
(see Fig.1.4 also for the summary).

• Step 1: isothermal �ow around an isolated particle with uniform Stefan �ow from/to the
particle.
�e particle is considered a boundary immersed in the bulk �uid. �ere is a uniform Stefan
�ow from the surface of the particle. �is work aims to study the e�ect of Stefan �ow on
momentum exchange (Cd) between the particle and the �uid in the absence of temperature
and concentration gradients.

• Step 2: non-isothermal �ow around an isolated particle with uniform Stefan �ow from/to
the particle.
A temperature di�erence is also applied between the particle and the bulk �uid in addition
to the Step 1 conditions. �e exchange of momentum (Cd) and heat (Nu) between the
particle and bulk �uid due to Stefan �ow is studied under non-isothermal conditions.

• Step 3: isothermal �ow around two particles in tandem (in-line) arrangement with uniform
Stefan �ow from the particles.
One more particle is added behind the particle in Step 1, in the bulk �uid �ow direction.
�is work aims to study the e�ect of Stefan �ow with the e�ect of neighbor particles via
the �uid on momentum exchange (Cd) between the particle and the �uid in the absence of
temperature and concentration gradients.

• Step 4: �ow around a particle under char gasi�cation with non-uniform Stefan �ow.
�e particle interior and exterior are both resolved and solved for governing equations.
Only one heterogeneous and no homogeneous reactions are considered for simplicity and
to create a Stefan �ow. �e Stefan �ow created might be a uniform/non-uniform one. �e
e�ect of Stefan �ow on Cd, Nu, Sh, and many other parameters will be studied. Point
particle calculations will be performed analytically and compared with resolved particle
simulations.

Considering the small length and time scales of a particle compared to reactor scales, quasi-
steady-state can be assumed in uniform Stefan �ow conditions (steps 1-3). �erefore, steady-
state simulations were carried out to study the e�ects. When the particle is also reacting and
creating a non-uniform Stefan �ow, and to study the e�ect of the progress of reactions on the
particle, transient simulations must be carried out (step 4).
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Chapter 2

Literature review

“Essentially, all models are wrong, but some are useful.
However, the approximate nature of the model must
always be borne in mind..”

—George Box

�is chapter discusses previous studies on interactions between particles and �uid
in particle-�uid�ows. A special attentionhas given onmodels onmomentumexchange
(drag coe�cient), heat exchange (Nusselt number) and their development to more com-
plex conditions associated with reacting particles. Modeling and simulation practices
for char gasi�cation is also discussed. Particle Reynolds numbers considered here are
always in the laminar range.

We have already discussed the importance of model development for particle-�uid �ows and
necessity of improved models in particle-�uid �ows with reacting particles compared to classical
models. Figure 1.3 also shows the model development for drag coe�cient and Nusselt number
in terms of complexity. Starting from classical models, drag coe�cient (Cd) for spherical and
cylindrical particles will be discussed. �en, improvements to the classical models; e�ect of
porosity, e�ect of neighboring particles and e�ects of Stefan �owwill be discussed for each shape.
A�er the Cd, classical models for the heat exchange (Nu) between a particle and �uid in particle-
�uid �ows will be discussed. Details of classical models will be followed by the improvements
including the e�ects of porosity, neighboring particles and Stefan �ow.

�is thesis mainly focuses on e�ects of Stefan �ow on drag coe�cient (Cd) and Nusselt num-
ber (Nu). �erefore, a separate section is added on the models with e�ects of Stefan �ow for each
shape.

2.1 Drag coe�cient

Drag coe�cient (Cd) is used to calculate the total force acting around a body due to pressure and
viscosity in �uid dynamics:

Cd =

−→
F p +

−→
F visc

1
2ρU

2∞A
, (2.1)

where −→F p is pressure force, −→F visc is viscous force, ρ is bulk �uid density, U∞ is slip velocity of
the body and A is the reference area of the body. Drag coe�cient presents as average over the
whole body or point-wise.
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It is important to know the drag acting on a body for many engineering calculations. Apart
from that as mentioned in the section 1.4, models for drag coe�cient are essential in modeling
interaction between particle and bulk �uid in particle-laden �ow simulations when the particle
is not resolved. Drag depends on the shape, orientation of the body and Reynolds number (Re)
for a solid particle immersed in an isothermal, non-reacting �ow [14, 15]. �e drag may vary on
many other parameters depending on the complexity of the �ow and the body. It is hard to �nd
a universal drag model which is applicable for all shapes and all Reynolds numbers in classical
drag models.

2.1.1 Spherical particles

Classical models

�ere are many models based on experiments, theory and numerical methods applicable for
di�erent regions of Re and di�erent shapes.

Classical drag models for spherical particles are applicable for isothermal conditions and few
of them are depicted in Table 2.1. Reynolds number:

Re =
ρU∞D

µ
, (2.2)

where ρ is �uid density, U∞ is particle slip velocity,D is particle diameter and µ is �uid viscosity.

Table 2.1: Classical drag models for �ow around a sphere.

Model Range Reference

Cd = 24
Re Re < 1 Stokes law

Cd = 24
Re(1 + 0.1806Re0.6459) + 0.4251

(
1 + 6880.95

Re

)−1
Re < 2.6× 105 [16]

Cd = 24
Re(1 + 0.15Re0.687) 1 < Re < 800 [17]

Improvements for the classical models

Recently, Ellendt et al. [18] have suggested a correction factor to the Schiller-Naumann model
[17] when variation of thermophysical properties in the boundary layer are not negligible:

Cd =
24

Re
(1 + 0.15Re0.687)φ; φ = 0.273(1− 0.883Re)(

ρ∞
ρp

− 1) + 1, (2.3)

where ρ∞ is �uid density calculated at far-�eld conditions, ρp is �uid density calculated at particle
surface temperature andRe is when the density and viscosity is calculated at the particle surface
temperature (Tp) for Eq. 2.2. �e model is valid for the range of 1 < Re < 130 for Helium and
Nitrogen.

When comparing with Fig. 1.3, the classical drag coe�cient models of a spherical particle can
be further improved considering; porosity, e�ect of Stefan �ow, e�ect of neighboring particles,
etc. E�ect of di�erent shapes will not discuss here. A summary of previous studies on drag
coe�cient and heat transfer of porous particles can be found in recent work by [19]. Wi�ig et
al. [20] have developed 2 models for the drag coe�cient (Cd) for a porous spherical particle:

Cd,I = 0.375ε+ 0.325S
′′−0.5 38.9 + 7.33ε− 8.39S

′′−0.5

Re
+

4.37− 3.22S
′′−0.5

√
Re

, (2.4)
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Cd,II = 0.686ε+
(51.3− 18.4ε)

Re
+

2.35√
Re

, (2.5)

where ε is porosity of the particle and S
′′ is the ratio of porous particle surface area to solid

particle surface area. �e model is applicable for the range of 10 < Re < 250. Wi�ig et al.
have observed that at low porosity (ε ≤ 0.7) particle act as a solid particle and at high porosity
(ε > 0.7) �uid passes through the particle. At lowRe, an increase of porosity leads to a decrease of
Cd and Nu while at high Re, an increase of porosity leads to an increase of Cd and Nu. Figure 2.1
shows the di�erence between isothermal, non-isothermal solid particle drag coe�cient models
and porous particle models.
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Figure 2.1: Models for the drag coe�cient of a solid spherical particle at isothermal conditions
(Haider& Levenspiel, Schiller-Naumann), non-isothermal conditions (Ellendt) and porous spher-
ical particle at isothermal conditions (Wi�ig) (see Table 2.2).

Neighboring or closely located particle e�ects discuss below refer to ’Coupling 3’ in Chapter
1, section 1.3. �ere are many studies on neighboring particle e�ects in packed-bed and �uidized-
bed porosity limits where particle number density is high [21, 22, 23] and cannot be used for EFBG
applications where particle concentrations are less than 0.001. �ere are studies on neighboring
particle e�ects on momentum and heat transfer related to droplet evaporation. �ose works also
lie in the range of higher particle concentrations and also there are some thermo-physical and
chemical di�erences in droplet evaporation in contrast to gasi�cation or combustion [24, 25, 26].
�ere are not many works on closely located particles in particle-�uid �ows in combustion or
gasi�cation. Sayadi et al. [27] have studied e�ects of particle distance and particle arrangement
on coal combustion. More details can be found in paper III in this thesis.

Models with e�ects of Stefan �ow

�ere are some models developed for the drag coe�cient for a �ow around an isolated sphere
with Stefan �ow. Most of the earliest models were for droplet evaporation and suction/blowing
applications. Some recent models have developed for the generalized case based on numerical
simulations. �ere are three drawbacks identi�ed in those models:

• none of the models is applicable for non-isothermal �ow,

• models are having more than one ��ing parameter, and
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• some models cannot consider the negative Stefan �ow (Ex: condensation).

Dukowicz [28] has developed an analytical model for the drag of a solid sphere with blow-
ing/suction. �e model is applicable for creeping bulk �ow (Re → 0). �e models developed by
experiments and numerical works are having more than one ��ing parameter and they do not
interpret the variation of physics due to the Stefan �ow [29, 30]. In most practical situations,
the �ow is non-isothermal, specially in reacting environments like solid fuel combustion, gasi�-
cation and so on (except phase change situations). Considering these drawbacks of the current
models, it is important to develop drag models which are applicable for non-isothermal �ow con-
ditions based on physical interpretation for �ow around a sphere with Stefan �ow. One model is
developed by Kestel et al. [30] which is applicable for a high Re and ReSf range (Re ≤ 200 and
ReSf ≤ 20):

Cd,Sf =
Cd,0

(1 + 0.138Re1.153Sf )a
, (2.6)

where a = ( 1.063
1+0.223Re)

0.568, ReSf is Re calculated based on Stefan �ow velocity and Cd,0 is
calculated based on Cli� model;

Cd,0 =
24

Re
(1 + 0.15Re0.687). (2.7)

More information about drag coe�cient models for an isolated spherical particle with Stefan
�ow can be found in paper I.

�ere are few studies on considering both e�ects of Stefan �ow and neighboring particles
[31, 32, 33]. �is has discussed more detail in Paper III. Du et al. [32] have developed a drag
force model for a particle with Stefan �ow surrounded by sea of inert particles. What is missing
from literature are fundamental studies on e�ects of neighboring particles on momentum and
heat transfer in particle-�uid �ows at low particle concentrations and low Res.

2.1.2 Cylindrical particles

Classical models

Cylinder is a simple geometry in contrast to a sphere. Still, drag models for a circular cylinder
can vary a lot depending on the ratio of length to diameter (aspect ratio) and the range of Re of
the bulk �uid. When the aspect ratio of a cylinder is high, the e�ect of bo�om surface on the drag
can be neglected. Flow can be considered as 2-dimensional at low Re< 150 [34], and steady at Re
< 47. �is is similar to considering an in�nitely long cylinder. Earlier works by Tri�on [35] has
experimental data for drag coe�cient of cylinders at low Reynolds numbers (0.5 < Re < 100).

Khan et al. [36] have shown the none/less availability of models for Cd and Nu for �uid
�ow around an in�nitely long cylinder for a wide range of Re and Pr. �ey have developed an
analytical model for the drag coe�cient:

Cd =
5.786√
Re

+ 1.152 +
1.26

Re
, (2.8)

which is applicable for a large range of Reynolds number. However, for the low Reynolds num-
bers (Re < 1) the best way to calculate the drag around an in�nite cylinder with a cross �ow
might be to use the Cd vs Re curve in [37]. �ere are various models available for cylinders of
�nite aspect ratios [16, 15].

Improvements to the classical models

E�ect of porosity on the drag coe�cient of a circular cylinder has studied by many researchers
[38, 39] and recently a model was developed by Zhang et al. [40]:

Cd = 10.452× Re−0.733Da−0.017 + 0.818, (2.9)
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for 10 ≤ Re ≤ 40 and Darcy number 10−6 ≤ Da ≤ 10−2 when Pr = 0.71.

Da =
K

D2
, (2.10)

whereK is permeability and
Pr =

cpµ

λ
, (2.11)

where cp is speci�c heat capacity, µ is viscosity and λ is thermal conductivity of the �uid. All
the classical models above consider the e�ect of bulk �uid on the particle alone (coupling 2) and
coupling 3 is neglected. Asmentioned under spherical particles, the works related to neighboring
particles [21] are mainly for high particle concentrations which is not applicable for EFBG. Re-
cently, Zhang et al. [41] have studied the e�ect of neighboring particles on Cd and Nu of porous
particles. However, there are no models for Cd or Nu of a porous particle considering e�ect of
neighboring particles as per author’s knowledge.

Models with e�ects of Stefan �ow

As discussed earlier, most of the works related to Stefan �ow in the past was related to droplet
evaporation. Later on there are some works related to Stefan �ow due to coal combustion or
gasi�cation. �e droplets and coal particles resemble more spherical shape. �erefore, most of
the Stefan �ow related research were on spherical particles. It is hard to �nd such work (e�ect of
Stefan �ow) related to cylindrical particles which is more suitable for biomass gasi�cation and
combustion.

2.2 Nusselt number

Average Nusselt number, Nu, is used to calculate overall heat transfer from an immersed body
in a �uid. Heat transfer coe�cient, h, is calculated by the Nu number as follows:

Nu =
hD

λ
, (2.12)

whereD is the characteristic length of the particle and λ is the thermal conductivity of the �uid.
Available models for the Nusselt number are also speci�c to shape, Reynolds number range and
Prandtl number range [14]. �ere can be more complicated models with additional parameters
such as considering variation of thermo-physical properties due to non-isothermal conditions.
�e following section discusses Nu number models for �ow around a sphere and a cylinder. For
each shape, classical models and improvement to the classical models are discussed with a special
emphasis on models with e�ects of Stefan �ow.

2.2.1 Spherical particles

Classical models

Among many Nusselt number models for spherical particles, Ranz-Marshall [42] and Whitaker
[43] models are widely used for convective �ow around spherical bodies. �e Ranz-Marshall
model is:

Nu = 2 + 0.6Re
1
2Pr

1
3 , (2.13)

Nu, Re and Pr are calculated based on the properties at �lm condition. Film condition is de�ned
as the condition at the �lm temperature (Tf ); Tf =

T∞+Tp

2 where Tp is the particle surface
temperature and T∞ is the far-�eld temperature of the bulk �uid. �e model is applicable when
Re < 200. �e Whitaker model is:

Nu = 2 +
(
0.4Re

1
2 + 0.06Re

2
3

)
Pr0.4

(
µ∞
µp

1
4

)
, (2.14)
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where Nu, Re and Pr are calculated based on properties at far-�eld temperature. µ∞ and µp are
viscosity based on far-�eld and particle surface temperature respectively. �e model is valid for
3.5 ≤ Re ≤ 7.6× 104, 0.71 ≤ Pr ≤ 380 and 1.0 < µ∞/µ0 < 3.2.

Improvements to the classical models

One of the main issues of these available Nu models is that they are not considering the variation
of thermo-physical properties. �e variation of thermo-physical properties are not negligible
in high temperature gradient applications like combustion and gasi�cation of solids. Recently,
Ellendt et al. [18] has shown that the Ranz-Marshall model at �lm conditions is suitable for
applications where the temperature di�erence between the particle and the bulk �uid is high
(1 < Re < 130). When models are not available for the required �ow conditions, making own
models by ��ing simulation data to the particular range is also observed from literature [44].

Wi�ig et al. [20] has not only developed a drag model for a porous spherical particle but also
a Nusselt number model:

Nu =2.56− 8.42ε+ 9.89ε2

+ 1.37S
′′−0.5 + (−1.63 + 12.8ε− 12ε2 − 2.26S

′′−0.5)Re
1
2Pr

1
3

+ (1.42− 6.88ε+ 6.06ε2 + 0.987S
′′−0.5)Re

2
3Pr

1
3 ,

(2.15)

where S′′ is ratio of porous particle surface area to solid particle surface area. �e model is valid
for 10 < Re < 250 and Pr = 0.744.

Models for e�ects of neighboring particles on the Nusselt number (Nu) of particles in particle-
�uid �ows have studied by Kravets et al. [21] recently. �e study is applicable for high particle
concentrations conditions such as packed-bed and �uidized-bed.

Models with e�ects of Stefan �ow

�emodels developed at early stage are for the droplet evaporation applications which has sum-
marized in Zhifu et al. [45]. More details are available in paper II. Murphy & Shaddix have
developed a theoretical model for the Nusselt number with a Stefan �ow in a quiescent environ-
ment. �e model has developed assuming constant properties:

Nu = Nu0
(PrReSf )/Nu0

e(PrReSf )/Nu0 − 1
, (2.16)

where Nu0 is Nusselt number without Stefan �ow which is equal to 2.

ReSf =
ρUSfD

µ
, (2.17)

where USf is the Stefan �ow velocity. Recently, Kestel [44] has developed a Nusselt number
model with Stefan �ow for a sphere immersed in a convective environment. �e model is appli-
cable for high temperature gradient conditions such as gasi�cation and combustion (Please see
paper II, section 2.2 for more details). However, the model has many ��ing parameters.

2.2.2 Cylindrical particles

Classical models

Some of the models available for calculation of average Nusselt number for an in�nitely long
cylinder are listed in Table 2.2 and shown in Fig. 2.2. McAdam’s model is more suitable for small
Re and very high Pr. Khan et al. [36] have developed an analytical model recently, based on Von
Karman–Pohlhausen method. Bharti et al. [46] have developed a model which is applicable for
higher Pr range using numerical simulations. Most recent model is developed by Abdelhady et
al. [47] using numerical simulations (10 ≤ Re ≤ 3000).
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Figure 2.2: Di�erent classical and improved models for the Nusselt number around an in�nite
cylinder (see Table 2.2).

Table 2.2: Classical Nusselt number models for a cross �ow around an in�nite cylinder.

Model Range Reference

Nu∞ =
(0.4Re

1/2
∞ + 0.06Re

2/3
∞ )Pr0.4∞ (µ∞

µp
)
1
4

1.0 < Re < 1.0× 105

0.67 < Pr < 300 0.25 <
µ∞/µp < 5.2

Whitaker [43]

Nu = (0.37Re1/2 + 0.057Re2/3)Pr1/3 +
0.92[ln(7.4055Re ) + 4.18Re]−1/3Re1/3Pr1/3

Small Re and
Pr → ∞

McAdam [14, 48]

Nu = 0.593Re1/2Pr1/3 1.0 < Re < 2.0 × 105

Pr ≥ 0.71
Khan [36]

Nu = 0.6738Re0.4679Pr1/3 10 ≤ Re ≤ 45
0.7 ≤ Pr ≤ 400

Bharti [46]

Nu = 0.633 + 0.315Re0.579 30 ≤ Re ≤ 300
Pr = 0.7

Abdelhady [47]

Improvements to the classical models

Similar to the models for �ow around sphere, Nu models for cylinders also have the drawback of
neglecting the variation of thermal and physical properties. �ose models might not be suitable
when there is a signi�cant variation of thermo-physical properties such as in reacting particle-
laden �ows. Only the Whitaker model accounts the variation of viscosity. �ere is a question
whether accounting variation of viscosity alone is su�cient in high temperature gradient appli-
cations.

Zhang et al. [40] have recently developed a Nusselt number model for a porous cylindrical
particle:

Nu = 1.231× Re0.971(Da0.673 + 0.047) + 1.483, (2.18)

for (10 ≤ Re ≤ 40), (10−6 ≤ Da ≤ 10−2) and Pr = 0.71.
As mentioned under the Cd of cylindrical particles as well, there are no models for Nu with
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e�ects of Stefan �ow for cylindrical particles.
So far, we have discussed the necessity of proper models for momentum, heat and mass

transfer for reacting particles in particle-laden �ows for large scale simulations when the particle
interior and boundary layer around the particle is not resolved. We discussed available models
from previous studies for the drag coe�cient (Cd) and Nusselt number (Nu). Our speci�c interest
is on solid fuel gasi�cation using EFG (which is applicable to biomass/coal gasi�cation and to
solid fuel combustion to some extent). �erefore, in the next sectionwewill discuss the numerical
methods to model particles in particle-laden �ows.

2.3 Numerical methods for char gasi�cation in EFG

Carrying out numerical simulations without models (models only for the reactions) would be
the best approach to know all the thermal and physical parameters of a gasyfying particle. �is
method is called particle-resolved direct numerical simulations (PR-DNS).�is is practical for one
or few particles when the bulk �uid �ow is laminar. When there are many particles in the bulk
�uid and also turbulence is involved, it is not practical to do PR-DNS simulations due to limita-
tions of computational resources and numerical methods. Current state-of-the-art is to consider
particle as a point in space and use di�erent approaches to handle the turbulence. Point-particle
method together with DNS (PP-DNS) can be used for small scale simulations such as laminar �ow
simulations, isotropic turbulence [13]. Point-particle methods together with large-eddy simula-
tions (PP-LES) can be used for semi-industrial pulverized furnaces [49]. LES resolves only larger
scale turbulence and small scale turbulence is modeled. Point-particle method with Reynolds-
Averaged Navier-Stokes equations (PP-RANS) is used for reactor scale simulations where every
phenomena is modeled [50].

2.4 Point-particle (PP) methods

Point-particle method is one numerical approach used to model particle phenomena in particle-
�uid simulations, specially when the particle concentrations are low. Other methods used for
simulation of particles in particle-�uid �ows can be found in [51]. Particle is considered as a
zero volume mass with no �uid displacement due to particle. �is method can be applied when
particle size is much smaller than themesh used for simulations. PPmethod cannot be usedwhen
thermal Biot number (Bith) is greater than 0.1 (Bith > 0.1), which leads to non-uniform particle
temperatures.�e presence of a particle is represented by the momentum (Cd), heat (Nu), and
mass transfer (Sh) between the particle and the �uid. �e temperature, velocity, and gas species
of a reacting particle can be calculated using its’ overall conservation of momentum, mass, and
heat transfer. Please refer paper V for the equations.

Most point-particle studies related to pulverized coal/biomass have used heat (hth) and mass
transfer coe�cients (hm) including Stefan �ow e�ects as follows;

h = h0θSf , (2.19)

where h0 is the convective heat/mass transfer coe�cient without Stefan �ow which can be cal-
culated using the models discussed in section 2.2. θSf is the term due to e�ect of Stefan �ow
[52, 53, 54, 55, 56]. �e term used for those studies only includes variation of thermo-physical
parameters around a particle due to Stefan �ow and e�ects of Stefan �ow due to advection at the
particle surface are neglected. �is can create deviations in point-particle method results when
the Stefan �ow is important. �erefore, it would be helpful to compare the point-particle results
with particle-resolved simulations and identifying the drawbacks of current methods, models
and error if Stefan �ow is neglected.

PP methods also require other models to predict variation of particle diameter, density, evo-
lution of particle surface area, etc. Haugen et al. have developed models for the variation of
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particle diameter and particle density instead of using power-law models [6]. �e results are
applicable for an spherical particle and developed based on �iele modulus, e�ectiveness factor
based approach which can be used for a reacting porous particle.

2.5 Char gasi�cation modeling challenges

As mentioned in section 1.3.1 also, char gasi�cation is the most challenging process in terms of
modeling. It is necessary to develop be�er models to predict Cd, Nu, Sh, variation of particle
diameter, particle density, evolution of internal surface area, etc. Most improved models [6] are
developed for spherical particles. But, biomass particles resemble more of a cylindrical particle
and it is important to develop models for the cylindrical shape. Further, it is important to iden-
tify problems associated with using models valid for coal based simulations to biomass based
simulations. So far, there are no particle-resolved simulations carried out for a biomass particle
gasi�cationwith both particle exterior and interior re�ned. Particle-interior resolved simulations
would give more insights into what is happening in interior of a particle during gasi�cation and
results can be compared with PP simulations. Results would support identifying drawbacks of
PP simulations and help identifying be�er models to be used to get be�er results.
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Chapter 3

Particle-resolved numerical simulations

“Everything should be made as simple as possible, but not
simpler.”

—Albert Einstein

�is chapter focuses on summarizing numerical simulation methodology and some
post-processing calculations. Governing equations, boundary conditions, initial con-
ditions, mesh re�nement, domain independence, and solution procedure are discussed
brie�y for the numerical simulations. �en the calculation of Cd and Nu is discussed.
Detailed information about each work can be found in the papers in the appendix.

�is thesis aims to �nd the e�ects of Stefan �ow; on the interaction between the particle and
the bulk �uid (RQ1, RQ3, RQ4) and the interaction between neighboring particles via the bulk
�uid (RQ2). RQ1, RQ3, and RQ4 focus on an isolated particle as mentioned in section 1.5 and 1.6.
�ree main studies were carried out for isolated particle simulations :

• Isothermal, uniform bulk �uid �ow around a spherical particle with uniform Stefan �ow
at the particle interface,

• Non-isothermal, uniform bulk �uid �ow around a spherical particle with uniform Stefan
�ow at the particle surface,

• Non-isothermal uniform bulk �uid �ow around a reacting, porous particle (cylindrical).
Stefan �ow is created by the reactions.

�e �rst two steps create reaction-generated �ow as a boundary condition at the particle’s ex-
ternal surface, called Stefan �ow. �is �ow is considered either the inward or outward �ow
of the particle. Inward Stefan �ow depicts situations similar to condensation and oxidation of
metal particles (metal combustion, chemical looping combustion). Outward Stefan �ow depicts
situations similar to evaporation and gasi�cation. �e nature of the �uid �ow and governing
equations are summarized separately in Table 3.1 for all three studies.

RQ2 is about neighbor particle e�ects, so multi-particle e�ects must be considered in simula-
tions. A study was carried out for an isothermal, uniform bulk �uid �ow around two spherical
particles in a tandem arrangement. Particles have a uniform Stefan �ow at the surface. �e
methodology is the same for the multi-particle case and single particle, isothermal case (RQ1),
except there are two particles in the simulation domain for the multi-particle study. �erefore,
the same governing equations apply and will not discuss in detail in the thesis separately. Details
about domain size and mesh re�nement can be found in Paper III.
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Table 3.1: Variation of parameters and �ow conditions during isothermal, non-isothermal and
reacting simulations.

Flow condition Isothermal Non-isothermal Reacting

Governing equations:
bulk gas �ow

Navier-Stokes
equations:
-continuiy
-momentum

Navier-Stokes
equations:
-continuiy
-momentum
-energy

Navier-Stokes
equations:
-continuiy
-momentum
-energy
-species

Governing equations:
particle interior

Not solved Not solved Porous me-
dia equations:
-continuiy
-energy
-species

Mesh 3-D 3-D 2-D
Particle shape Spherical Spherical In�nitely long

cylinder
Simpli�cations of the
�ow

Axi-symmetric,
steady,
incompressible
�ow

Axi-symmetric,
steady,
incompressible
�ow

Axi-symmetric,
incompressible
�ow

�ermophysical proper-
ties

Constant Temperature de-
pendent

Temperature-
species dependent

3.1 Navier-Stokes equations for incompressible �ow

For all the simulations, bulk gas �ow surrounding the particle is assumed as incompressible (see
Table 3.1). �erefore incompressible Navier-Stokes equations are shown below. �e continuity
equation is:

∂(ρg)

∂t
+∇ · (ρg−→u ) = 0, (3.1)

where ρg is �uid density, −→u is velocity vector of the �uid. Momentum conservation of the �uid
gives:

∂(ρg
−→u )

∂t
+ (ρg

−→u · ∇)−→u = −∇p+∇ · µ[∇−→u +∇−→u T − 2

3
(∇ · −→u )

−→
I ], (3.2)

where µ is dynamic viscosity of the �uid, −→I is identity matrix and p is pressure. Finally, from
energy conservation, we get:

∂(ρgcp,gT )

∂t
+∇ · (ρgcp,g−→u T ) = −∇ · λg∇T , (3.3)

where cp,g is speci�c heat capacity of the �uid, T is temperature and λg is thermal conductivity
of the �uid.

3.2 Reacting char particle simulations

One objective of the reacting char particle simulations is to study the e�ects of Stefan �ow on
the Cd, Nu and Sh during more realistic conditions of EFBG compared to uniform Stefan �ow.
�erefore, a single non-equimolar gasi�cation reaction (Boudouard reaction) is considered to
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observe Stefan �ow’s e�ects clearly. Homogeneous reactions are neglected. A char particle is
considered an in�nitely long porous cylinder. �e shape was selected since biomass particle
resembles more of a cylinder than a sphere. At low Re (Re < 3.2), �ow around a cylinder can
be considered symmetric and steady, and there is no �ow separation [35]. �erefore, half of
the particle was simulated in 2D geometry. �e particle is stationary and considered a porous
media, and the local porosity increases with the reaction progress. Local shrinkage of the particle
is neglected. Furthermore, the gas phase and solid phase inside the particle are assumed to be
in local thermal equilibrium (Tg = Ts). Radiation absorption by the gas phase is neglected.
Transient simulations have been carried out monitoring particle and bulk �uid conditions with
the progress of the reaction, and high-pressure atmospheres have been considered as in EFGs.

Other objective is to compare the numerical simulation results with point-particle simula-
tions and study the applicability of the point-particle approach for a reacting particle with Stefan
�ow. Detailed equations are available in paper V, and a summary is available in section 3.7.

3.2.1 Governing equations inside a char particle

Governing equations for the gas phase of porous media are presented below.
Continuity equation reads as:

∂(ερg)

∂t
+∇.(ρg

−→u ) = RC , (3.4)

where ε is the local porosity and RC is char reaction rate due to Boudouard reaction.
Momentum equation reads as:

∂(ερg
−→u )

∂t
+ (ρg

−→u · ∇)−→u = −∇p+∇ · µ[∇−→u +∇−→u T − 2

3
(∇ · −→u )

−→
I ]− Fd, (3.5)

where Fd is momentum source term calculated based on Darcy-Forchcheimer law (second term
of the equation is neglected) [57].
Energy equation is:

∂(ερgcp,gT + cp,sρs(1− ε)T )

∂t
+∇.(ρgεcp,g

−→u T ) = ∇(∇.λeffT ) + Q̇rad,p + Q̇s, (3.6)

where cp,s is speci�c heat capacity of char, ρs is density of char, λeff is e�ective thermal conduc-
tivity, Q̇rad,p is the radiation exchange between the reactor wall and the particle surface, Q̇s is
enthalpy change due to solid phase reaction. Gas species equation is:

∂(ερgYi)

∂t
+∇.(ρg

−→u Yi) = −∇.(Yiρg
−→
vci ) + νiRC , (3.7)

where Yi is mass fraction of gas specie i, νi is stoichiometric coe�cient in the Boudouard reaction
related to i and vci is di�usion velocity of i gas specie.
Please refer paper IV for further details.

3.3 Solution of governing equations

�e solution of governing equations involves many steps, such as se�ing up the domain with ini-
tial and boundary conditions, discretization and solving set of equations, domain size and mesh
re�nement tests, validation/veri�cation and choice of CFD so�ware. Some important informa-
tion is summarized in sections below.
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3.3.1 Boundary conditions and initial conditions

In all the simulations, the slip velocity (U∞) between the particle and the gas is considered as
the velocity at the inlet to the domain (le�-hand side of the Fig. 3.1 and Fig. 3.3). �e right-hand
side of the domains (outlet) is considered as an ’out�ow’ boundary condition (zero gradients for
all parameters except pressure). Boundaries along the symmetry plane are considered symmetric
boundary condition (velocity normal to the boundary is zero, and gradient of all other properties
is zero). Side walls are considered as slip walls (velocity normal to the boundary is zero).

Fluid

uniform Stefan �ow

Symmetry plane

x

y
Slip wall

Oultletinlet

Figure 3.1: Arrangement of the simulation domain of isothermal and non-isothermal cases. Tp =
T∞ in isothermal simulations. Tp is varied in non-isothermal simulations.

Only the Re and Stefan �ow velocity (USf ) were changed in the isothermal simulations. �e
temperature at the particle surface (Tp) was also varied in non-isothermal simulations, keeping
far-�eld temperature (T∞) constant. For all the simulations, Particle slip velocity (U∞ ≤ 3 m/s),
diameters (D ≤ 1mm), and all the temperature ranges were selected in the range of EFBG (400 K
≤ T ≤ 2000 K). All the cases with uniform Stefan �ow were simulated at atmospheric pressure.
�e distance between particles has varied from 1.1D−10D for the work on neighboring particle
e�ects.

Reacting particle simulations were carried out considering the particle is char with 100%
carbon. Simulation cases have chosen to keep the estimated particle Reynolds number (Re) and
e�ectiveness factor (η) in the ranges of 0.5-3.0 and 0.2-0.7, respectively. More details can be found
in Paper IV and V. Particle interior and exterior resolved simulations have been carried out for 6
cases with 3 cases of high e�ectiveness factor and 3 cases with low e�ectiveness factor.

In reacting particle simulations, always the inlet gas temperature increased from room tem-
perature to far-�eld temperature (T∞) with a delay of 10 ms to mimic more realistic conditions of
a reactor. Accordingly, gas density and wall temperature for radiation heat transfer calculations
were also varied. �e initial �eld was considered nitrogen (N2), and the gas entering from the
inlet is a mixture of nitrogen (N2) and carbon dioxide (CO2).

3.3.2 Calculation conditions and solution procedure

Isothermal and non-isothermal simulations with uniform Stefan �ow were carried out in Open-
FOAM environment called foam-extend. An incompressible, steady-state, immersed boundary,
�nite volume solver was used for the simulations. Reacting particle simulations were carried out
on our solver made upon OpenFOAM 6. Variable-density based, transient set of governing equa-
tions (Eq. 3.1 - Eq. 3.7) were solved using PISO (Pressure Implicit with Split Operator) algorithm.
�e courant number was kept less than 0.5 during all the transient simulations.

Second-order �nite volume schemes were used to discretize terms in the governing equa-
tions. Convergence criteria were kept less than 10−6 for all the parameters solved in steady-state
simulations.
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3.4 Domain independence and mesh re�nement

�e simulation arrangement of the isolated particle simulations with uniform Stefan �ow is
shown in Fig. 3.1, and the interior-resolved isolated particle simulation arrangement is shown
in Fig. 3.3. Figure 3.2 shows the domain arrangement of the isothermal simulations with neigh-
boring particles and uniform Stefan �ow. �e choice of domain size and mesh re�nement is
discussed separately in papers I, II, III and IV.

Isothermal and non-isothermal simulations used a domain of 64D×16D×16D. �e smallest
mesh around the boundary layer of the particle was 0.01D. For the reacting particle simulation,
a domain of 57.6D×16D is used. �e smallest mesh around the boundary layer is 0.02D. Multi-
particle simulations were carried out on a domain (64D + L)× 16D × 16D with 0.02D mesh.
L is the distance between 2 particle centers.

Fluid

uniform Stefan �ow

Symmetry plane

x

y
Slip wall

Oultletinlet

Figure 3.2: Arrangement of the domain of isothermal multi-particle simulations.

Figure 3.3: Arrangement of the simulation domain for reacting particle simulations.

3.5 Validation and veri�cation

It is hard to �nd experimental data related to drag coe�cient (Cd) and Nusselt number (Nu) for
�ow around a sphere with Stefan �ow. �erefore, for the validation/veri�cation of isothermal
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and non-isothermal simulations: Cd and Nu without Stefan �ow were compared against the
available models in literature which are already validated with experimental data.

�e isothermal drag coe�cient without Stefan �ow is compared with Haider & Levenspiel
model [16] for �ow around a sphere. Non-isothermal drag coe�cient without Stefan �ow is com-
pared with the Schiller-Naumann drag model modi�ed by Ellendt et al. [18] for non-isothermal
conditions. Paper I and Paper II show the validation of isothermal and non-isothermal drag, re-
spectively. Nusselt number without Stefan �ow is compared with the Ranz-Marshall model for
�ow around a sphere which is shown in paper II.

�e solver developed for reacting particle simulation in Step 4 (section 1.6) is validated in a
step-wise procedure as follows:

1. compare the drag coe�cient (Cd) of a cylinder from simulations with data from literature
[36, 35],

2. compare the drag coe�cient (Cd), and Nusselt number (Nu) of a cylinder from simulations
with data from literature [36, 43, 46, 47],

3. compare conversion time of reacting particle with experimental data [58] on coal char gasi-
�cation. We have chosen the coal type coal char SM from the publication for comparison
with simulation data.

3.6 Evaluation of drag coe�cient and Nusselt number

�e drag coe�cient can be calculated as Eq. 2.1 and local or point-wise pressure and viscous
forces can be calculated as follows:

−→
F P =

∮

S
(Psur − Pref )

−→n dS, (3.8)

and
−→
F visc = −

∮

S
µ(∇−→u +∇−→u T )−→n dS. (3.9)

Here, the integration is over the external surface of the particle. In the above, Psur and Pref are
the interpolated pressure at the particle surface and in the far-�eld, respectively, and −→n is the
unit vector in the surface-normal direction.

In non-isothermal uniform Stefan �ow simulation, Nusselt number was calculated based on
the overall enthalpy di�erence in the solution domain as follows :

Nu∞ =
(ρ−→u cpTS)in +−→u Sf (ρcpTS)p − (

∫
(ρ−→u cpT )

−→n dS)out
Ssph(Tp − T∞)

× D

λ∞
, (3.10)

where subscripts in, out, p and∞, refer to the conditions at the inlet boundary, the outlet bound-
ary, particle surface (see Fig. 3.1) and far-�eld, respectively, S is the surface area of the relevant
boundary, λ is thermal conductivity,D is the particle diameter, and cp is the speci�c heat capac-
ity.

In particle-interior resolved simulations, Nusselt number (Nu) and Sherwood number (Sh)
both calculated with and without Stefan �ow. Nu/Sh without Stefan �ow is calculated based on
total di�usive heat/mass transfer over the discrete surfaces of the particle:

Nu∞ =

∮
S(−λg∇Tg)p

Sparticle(Tp − T∞)
× D

λ∞
, (3.11)

where S is the surface area of the cylinder. Nu/Sh with Stefan �ow is calculated by including
advective heat/mass transfer at the particle surface into Eq. 3.11.:

Nu∞,Sf =

∮
S(−λg∇Tg)p −

∮
S(ρg

−→u rcp,gdTgdS)p

Sparticle(Tp − T∞)
× D

λ∞
, (3.12)
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where −→ur is velocity in the surface normal direction to the discrete surface of the particle.

3.7 Point-particle approach (PPA)

PPA is based on various models and assumptions, and it considers the particle as a point in space
without occupying any volume. �e existence of a particle is modeled through momentum, heat,
and mass transfer between a particle and bulk �uid in particle-�uid �ows. Detailed information
on PPA can be found in paper V. Equations for calculating particle temperature and species mass
fractions based on enthalpy and species mass conservation of the overall particle are shown
below. Temperature equation is as follows:

[ερgcp,g+(1−ε)ρccp,s]Vp
dTp

dt
= hAp(T∞−Tp)+σαAp(T

4
w−T 4

p )−RC∆H−QSf −QDufour,

(3.13)
where cp,i are speci�c heat of gas (i = g) and char (i = s) inside the particle, Vp is the volume of
the particle, h is heat transfer coe�cient, Ap is the external surface area of the particle, T∞ and
Tw are far-�eld gas and wall temperature, σ is Stefan-Boltzman coe�cient, α is the emissivity,
∆H is heat of reaction, QSf is the advective transport of heat by the Stefan �ow and QDufour

is the dofour term, enthalpy transfer due to gas species di�usion to/out of the particle. Species
equation reads as follows:

ερgVp
dYi,p
dt

= hm,iWiAp(Ci,∞ − Ci,p) + νi
Wi

WC
RC −Mi,Sf , (3.14)

where Yi,p is the mass fraction of species i inside the particle, hm,i is the mass transfer coe�cient
of species i on a molar basis, Ci is the concentration of species i, Wi is molecular weight of gas
(i = g) and char (i = C), and Mi,Sf is the advective transport of species by the Stefan �ow.
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Chapter 4

Results and discussion

“�e task is not to see what has never been seen before,
but to think what has never been thought before about
what you see everyday.”

—Erwin Schrodinger

�is chapter will summarize the results of numerical simulations discussed in chap-
ter 3. First, the e�ects of a uniform Stefan �ow around an isolated particle is discussed.
�en, the e�ects of neighboring particles are discussed for particles with uniform Ste-
fan �ow. A�er that, the e�ects of Stefan �ow on a reacting particle undermore realistic
conditions are discussed. Finally, the validity of using the point-particle approach in re-
acting particles with Stefan �ow is discussed. All the discussions are carried through
particle-resolved numerical simulation results, and for the last step, point-particle cal-
culations were also performed.

4.1 E�ect of Stefan �ow on an isolated particle with uniform Ste-
fan �ow

�e e�ect of Stefan �ow on an isolated particle is �rst tested by immersing it in an isothermal
bulk �uid �ow at di�erent Reynolds numbers (Re) and di�erent Stefan Reynolds numbers (ReSf ).
�e results will provide a simpli�ed case without e�ects of temperature gradients, variation of
thermophysical properties, and other conditions which could create further complications due
to non-isothermal conditions. Isothermal simulations provide the e�ects of Stefan �ow alone on
pressure and viscous forces.

4.1.1 Drag coe�cient

Figure 4.1a shows the variation of the normalized drag coe�cient with the normalized Stefan
�ow velocity at di�erent Reynolds numbers of the bulk �uid �ow. Clearly, an outward Ste-
fan �ow (positive values) decreases the drag coe�cient, while an inward Stefan �ow (negative
values) increases the drag coe�cient. Velocity contours around the particle in Fig. 4.1b show
an expansion of the velocity boundary layer with an outward Stefan �ow. Inward Stefan �ow
has shown a shrinkage of the boundary layer. Figures 4.1c and 4.1d show how viscous stress
and pressure vary around the particle for the case with a Reynolds number of 14. �e pressure
force is not a�ected by the Stefan �ow, while the viscous force is reducing/increasing with an
outward/inward Stefan �ow. �e change of viscous stress might be due to boundary layer ex-
pansion which causes less velocity gradient leading to a lower viscous force. A more detailed
analysis can be found in paper I.
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Figure 4.1: Isothermal simulation results with a uniform Stefan �ow around the particle. (a)
Normalized drag coe�cient Cd,Sf/Cd vs normalized Stefan �ow velocity USf/U∞ at di�erent
Re. Symbols: simulations, lines: linear regression to the data. (b) Velocity boundary layer around
the particle, with and without Stefan �ow. (c) Normalized viscous stress and (d) Normalized
surface pressure around the particle from upstream of the particle to the downstream [59].

�e deviation of Cd with Stefan �ow and without Stefan �ow is not negligible in the range
of Reynolds number and Stefan �ow velocity.

�erefore, a model was developed based on the variation of boundary layer thickness due to
Stefan �ow in a time scale of bulk �uid passing the particle. Further details are available in paper
I. According to the model, the ratio of drag with Stefan �ow vs drag without Stefan �ow is:

Cd,r =
1

1 + f(Re)ReSf
, (4.1)

with
f(Re) =

3

Re
(1 +

2A√
Re

)
1

( 3A√
Re

+ 6( A√
Re

)2 + 4( A√
Re

)3)
, (4.2)

where A = 3.01± 0.13 and ReSf is Reynolds number based on Stefan �ow velocity.
�e e�ects observed in isothermal conditions can be aggravated or alleviated by the non-

isothermal e�ects. Non-isothermal e�ects have been studied by applying a temperature di�er-
ence between the particle and the bulk �uid. Particle temperature has been varied, keeping the
far-�eld temperature constant at 1400 K. Isothermal simulations include the physical e�ects due
to Stefan �ow. Non-isothermal simulations have both physical and thermal e�ects. Figure 4.2a
shows the isothermal case withRe = 13.96 in non-isothermal conditions. �ere is a clear di�er-
ence between the drag coe�cients at isothermal and non-isothermal conditions, at least for cases
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with high-temperature gradients between the particle and the far-�eld temperature. Although
there are deviations between isothermal and non-isothermal results, the trends are similar for all
cases. An outward Stefan �ow reduces the drag coe�cient, and an inward Stefan �ow increases
the drag coe�cient, while an outward/inward Stefan �ow expands/shrinks boundary layers for
both isothermal and non-isothermal cases (see Fig. 4.2b). �e thermal boundary layer also shows
similar trends to the velocity boundary layer.
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Figure 4.2: Non-isothermal simulation results with a uniform Stefan �ow around the particle. (a)
Normalized drag Cd,Sf/Cd at �lm condition and Normalized Stefan �ow velocity USf/U∞. Far-
�eld temperature (T∞ = 1400 K) and di�erent particle temperatures (Tp =400 K, 1200 K,1600
K) [60]. (b) Velocity boundary layer variation in isothermal and non-isothermal cases.

Deviation of the isothermal line from non-isothermal results (symbols) shows the importance
of thermal e�ects. �e importance of thermal e�ects increases when the temperature di�erence
between the particle (Tp) and the bulk �uid (T∞) increases. �erefore, the isothermal drag model
has to be modi�ed to consider the thermal e�ects. �ermal e�ects are twofold. One is due to
variation of thermophysical properties due to the di�erence between particle temperature (Tp)
and bulk �uid temperature (T∞). �e other one is the variation of thermophysical properties due
to Stefan �ow. A new characteristic temperature T̃ , based on the volume of the boundary layer
at �lm temperature, Tf =

Tp+T∞
2 , and volume of Stefan �ow at the temperature of Stefan �ow,

Tp = TSf , is introduced. It eventually yields (see paper II for detailed derivation),

T̃ =
Tf +

USf

U∞
f(Ref )TSf

1 +
USf

U∞
f(Ref )

, (4.3)

where U∞ is far-�eld velocity, Ref is Reynolds number at �lm condition and USf is Stefan �ow
velocity. �e drag coe�cient with Stefan �ow at non-isothermal conditions will be calculated as
follows:

Cd,Sf = C̃d × Cd,r, (4.4)

where C̃d is calculated from Schiller-Naumann model in section 2.1 and

Cd,r =
1

1 +
USf

U∞
f(Ref )

. (4.5)

Comparison of model with the simulation data and further details available in paper II [60].
Model and simulation results agree for the range of considered parameters.
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4.1.2 Nusselt number

�ere is a theoretical model developed for the e�ect of Stefan �ow for the Nusselt number around
a spherical particle in a quiescent �ow [61]:

NuSf,0 = Nu0
(PrReSf )/Nu0

e(PrReSf )/Nu0 − 1
, (4.6)

whereNu0 is the Nusselt number in a quiescent environment for a sphere. Meanwhile, there are
Nusselt number models developed, for a sphere immersed in a forced convective �ow, such as
Ranz-Marshall [42] and Whitaker [43] models. A Ranz-Marshall type model has been developed
for the Nusselt number without Stefan �owwhich is applicable when there is a high-temperature
di�erence between the particle and the bulk �uid. Using simulation data, we gained :

Nuf = 2 + 0.5703Re0.5373f Pr
1/3
f , (4.7)

where Nu, Re, and Pr are calculated at the �lm condition. We developed a model for a sphere
immersed in a convective �uid with a Stefan �ow. �e model combines the Nusselt number
with Stefan �ow in a quiescent environment (Eq. 4.6), and the model developed for the Nusselt
number in a convective �ow (Eq. 4.7) by replacing Nu0 in Eq. 4.6 by Nuf in Eq. 4.7. Variation
of properties in the boundary layer is added by calculating NuT̃ instead of Nuf in the model Eq.
4.7. �e model for the Nusselt number of a sphere in a convective �ow with a uniform Stefan
�ow around it can be modeled as:

NuSf = NuT̃
q

eq − 1
, (4.8)

where q =
(PrReSf )

NuT̃
.Here, the Nusselt number with Stefan �ow (Nu) is calculated based on the

�lm condition. �e Stefan �ow Reynolds number (ReSf ) is calculated based on particle surface
condition, and the Prandtl number (Pr) is calculated based on �lm condition. Further details on
limits of calculating T̃ , comparison of simulation results with model results, and further details
can be found in paper II [60].

4.2 E�ects of Stefan �ow on closely spaced particle pair with uni-
form Stefan �ow

Neighboring particle simulations were carried out for three Reynolds numbers and three Stefan
Reynolds numbers. �e following e�ects were observed:

• neighboring particle e�ects were non-negligible at all the distances considered in this work
(1.1 ≤ L/D ≤ 10),

• outward Stefan �ow reduces the drag coe�cient with an expansion of the boundary layer
( see Fig. 4.3a ) and inward Stefan �ow increases the drag coe�cient of particles with
a shrink in the boundary layer when particle distances (L/D) were greater than 2.5 (
compare Fig. 4.3b b with a and c ),

• the drag coe�cient of both particles is less than that for an isolated particle with Stefan
�ow when particle distance is greater than 2.5 (compare do�ed lines of each �gure with
solid and dashed lines in Fig. 4.3b). I.e., both neighboring particle e�ects, and Stefan �ow
e�ects are a�ecting on the particles,

• When particle distances (L/D) are less than 2.5, outward Stefan �ow repels particles from
each other, and inward Stefan �ow a�racts each other. Stefan �ow e�ects dominate be-
tween the particles due to blockage of bulk �ow when the particle distances are small.
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�e pressure and viscous force both increase, and pressure force has a large impact on the
particles compared to viscous force leading to very high drag coe�cients on downstream
particles with outward Stefan �ow and upstream particles with inward Stefan �ow.

More details can be found in Paper III.
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Figure 4.3: (a) Velocity contours in the mean �ow direction around the particles with Re = 2.3.
�e top half shows the case without Stefan �owwhile the bo�om half is case with outward Stefan
�ow (USf = 0.62 m/s corresponding to ReSf = 2.9). (b) Relative drag coe�cient, normalized
with the value of an isolated particle without Stefan �ow, as a function of the particle separation
(L/D). (a) USf = −0.2 m s−1; (b) USf = 0 m s−1; (c) USf = 0.6 m s−1.

4.3 E�ect of Stefan �ow on a reacting particle

Table 4.1 shows particle-resolved simulation case details. E�ects of Stefan �ow on a gasifying
particle under more realistic conditions have been tested and analyzed for the drag coe�cient,
Nusselt number, and Sherwood number.

4.3.1 Drag coe�cient of a reacting particle

Figure 4.4 shows normalized Cd, pressure force, and viscous force of the six cases simulated in
this work. Results have shown complex behavior in the variation of Cd, Nu and Sh compared
to simpli�ed cases studied before with a uniform Stefan �ow and single component bulk �uid.
�ere are similarities within low and high e�ectiveness factor (η) cases. Here, low η cases have
a range of 0.21-0.44, and high η cases have a range of 0.58-0.74. Common features of cases with
low η and high η have listed as follows.

Low η case Cd and the related parameter variations can be summarized as follows:

• normalized Cd is higher than or close to one (Cd,norm ≥ 1) at all conditions (see Fig. 4.4a),
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Table 4.1: List of parameters that varied for di�erent simulation cases. E�ectiveness factor (η),
particle Reynolds number (Re), and Stefan Reynolds number (ReSf ) are the values estimated from
the results of the resolved particle simulation.

T∞ p∞ dp U∞ YCO2,∞ η Re ReSf
Case (K) (atm) (µm) (m/s) (-)

1 1999 1.807 189.3 0.45 0.512 0.23 0.5 0.09
2 1999 1.807 189.3 2.70 0.512 0.44 3.0 0.03
3 1851 4.201 442.6 0.44 0.512 0.21 3.0 0.04
4 1891 4.506 97.21 0.32 0.512 0.74 0.5 0.08
5 1891 4.506 97.21 1.93 0.512 0.69 3.0 0.02
6 1735 7.672 228.1 0.32 0.99 0.58 3.0 0.03

• normalized viscous force is lower than or close to one (Fvisc,norm ≤ 1) except at the very
early stage of the particle conversion (see Fig. 4.4c),

• pressure component of the Cd (Cp) is higher than the viscous (Cvis) component during the
conversion. I.e., the pressure force is higher than the viscous force (see paper IV for more
details),

• there is a region of gradual increase and decrease (bump) in pressure force during particle
conversion (see Fig. 4.4e). In the same region of the bump in pressure force, there is a
gradual decrease and increase of viscous force (pothole) .

High η case Cd and the related parameter variations can be summarized as follows:

• normalized Cd is higher than one (Cd,norm > 1) at an early stage of conversion for cases
with a higher ratio of ReSf/Re. Normalized Cd is lower than one (Cd,norm < 1) for cases
with lower ratio of ReSf/Re (see Fig. 4.4b),

• normalized viscous force is lower than one (Fvisc,norm < 1; see Fig. 4.4d),

• normalized pressure force is higher than one until particle shape starts to change or con-
version is greater than 0.75 (Xp > 0.75; see Fig. 4.4f),

• pressure component of theCd (Cp) dominates throughout the conversion. I.e., the pressure
force is higher than the viscous force (see paper IV for more details).

�e normalized drag coe�cient greater than one (Cd,norm > 1) is in contradiction with our
previous �ndings on the e�ects of Stefan �ow; a uniform outward Stefan �ow around a particle
has a lower Cd compared to a particle without Stefan �ow. However, the viscous force is lower
than one (in most of the particle conversions), corresponding with our �ndings on the e�ect of
Stefan �ow on the viscous force. �e reason for Cd,norm greater than one (Cd,norm > 1) was
the pressure force which we did not observe under uniform Stefan �ow conditions. Identi�ed
reasons for the high-pressure force were:

• localized reaction rates under regime II (low η) conditions create non-uniform Stefan �ow
around the particle. Non-uniform Stefan �ow leads to high-pressure force during particle
conversion for low-e�ectiveness factor cases,

• during the conversion, pressure increases inside the porousmedia because of the additional
resistance due to Stefan �ow. Its variation is much more signi�cant than the gas phase
leading to high pressure for high-e�ectiveness factor cases.

More details on explanation can be found in paper IV.
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Figure 4.4: Variation of parameters with char conversion. (a) Comparison of normalized average
drag coe�cient (Cd,norm) of the particles in low η and (b) high η cases in Table 4.1. (c) Normalized
average viscous force for low η and (d) high η cases. (e) Normalized average pressure force for
low η and (f) high η cases. Forces and Cd are normalized with the corresponding values of the
same case without reaction at steady state.

4.3.2 Nusselt number

Figure 4.5 shows the variation of Nusselt number: considering advective e�ects due to Stefan �ow
(Nu∞,Sf ), neglecting Stefan �ow (Nu∞) and, for the same case without reactions a�er reaching
steady-state (Nu∞,NR,SS). Except for the case with low Re and high η, all the other cases have
signi�cantly lower Nusselt number (Nu∞,Sf ) compared to Nusselt number of a particle without
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reactions at steady-state (Nu∞,NR,SS). �ese results correspond with the previous �ndings on
e�ect of uniform Stefan �ow on the average Nusselt number (Nu) of the particle where outward
Stefan �ow decreases the Nu. I.e., advective e�ects due to Stefan �ow in a reacting particle is
signi�cant.
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Figure 4.5: Comparison of Nusselt number (Nu) of each case with char conversion. (a) low η and
(b) high η cases. Solid line - Nu without considering advective heat transfer due to Stefan �ow
e�ects (Nu∞). Dashed line - Nu considering advective heat transfer due to Stefan �ow e�ects
also (Nu∞,Sf ). Dash-dot line - Nu at steady state in a non-reacting �ow with same conditions
(Nu∞,NR,SS).

4.3.3 Sherwood number

Figure 4.6 shows the e�ects of Sherwood number (Sh) for CO2 and CO with and without Stefan
�ow (advective) during particle conversion. �ere is a negligible di�erence between Sh with and
without Stefan �ow. However, the Nusselt number (Nu) with and without Stefan �ow signi�-
cantly di�ers. In general, the Sh number is calculated based on Nu models considering the unity
Lewis number (Le= 1) in literature. �is will not be valid for a reacting particle with a Stefan
�ow due to changes in the Nusselt number.
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Figure 4.6: Comparison of Sherwood number (Sh) of each case with char conversion. (a) low η
(b) high η cases. solid line - Sh without considering advective mass transfer due to Stefan �ow.
Dashed line - Sh considering advective mass transfer due to Stefan �ow.
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4.4 Applicability of point-particle approach for a particle react-
ing with a Stefan �ow

Resolved-particle simulation (RPS) results discussed in section 4.3 are used for comparison with
point-particle simulation results (PPS) discussed in this section. Details of point-particle simula-
tion equations can be found in paper V. First, the deviations between PPS and RPS are discussed.
�en the reasons behind the deviations are discussed brie�y.

Figure 4.7 shows the comparison of e�ectiveness factor and volume-averaged temperature
from RPS and PPS for the six cases. Results have shown that there is a signi�cant di�erence
between RPS and PPS results, and major observations are summarized below:

• high η case PPS and RPS results are closer to each other compared to low η cases,

• PPS underestimates char conversion rates for high η cases while it overestimates char
conversion for low η cases,

• deviation of PPS with RPS is highest for cases with a high ratio of Stefan Reynolds number
to particle Reynolds number (ReSf/Re),

• e�ectiveness factor is always overestimated in PPS compared to RPS,

• variation of particle diameter always has delayed in PPS compared to RPS.

Some tests have been conducted to identify the source of inaccuracies between PPS and RPS.
Tests were based on replacing PPS equations with RPS simulation values for particle surface
temperature and particle surface gas concentrations and carrying out particle resolved simula-
tions with very high thermal conductivity of the particle to create uniform temperature within
the particle. �e following has been identi�ed as major sources for inaccuracies of PPS results
compared to RPS:

• external heat transfer models underestimate the rates,

• external mass transfer overestimates the rates,

• e�ectiveness factors do not consider the e�ects of non-uniform temperature, leading to
higher e�ectiveness factors,

• in high η cases, errors in external heat transfer dominate the overall conversion rates,

• for low η cases, the inaccuracy of using uniform particle temperature becomes more im-
portant, and the PPS tends to overestimate the conversion rates.

4.5 Summary of results

Table 4.2 shows a summary of research questions and the answers obtained through this study.
Overall, the e�ects of Stefan �ow on a reacting particle seem to a�ect during all the conditions
we considered in this work, although a high Reynolds number shows steeper gradients for the
decrease/increase of drag coe�cient (see Fig. 4.1a). Nusselt number is also a�ected by the Stefan
�ow. E�ects of Stefan �ow on neighboring particles are also non-negligible, especially at low
particle distances when Stefan �ow e�ects dominate.

When comparing results frommore realistic conditions (char gasi�cation), Stefan �ow e�ects
deviate from uniform Stefan �ow conditions results. �e main reason was the increased pressure
force due to non-uniform Stefan �ow (low η cases) and the increase of pressure in the porous
media due to Stefan �ow. Point-particle approach results with resolved-particle simulations have
shown large deviations due to the inability of the point-particle approach to predict external heat
transfer, mass transfer, and e�ectiveness factor accurately.
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Figure 4.7: Comparison of RPS and PPS results. E�ectiveness factor variation as a function of char
conversion for (a) low η and (b) high η cases. Volume-averaged temperature variation with char
conversion for (c) low η and (d) high η cases. Solid lines - RPS; Dashed lines - PPS. Temperature
is normalized with a far-�eld temperature of each case.
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Chapter 5

Conclusions and future work

“Nothing in life is to be feared, it is only to be understood.
Now is the time to understand more, so that we may fear
less.”

—Marie Curie

�is chapter has two sections. �e �rst part discusses the conclusions drawn from
this work. �e second part recognizes the necessary future studies for a better explana-
tion of some results and suggestions to further improvements in model development
for using in large-scale simulations.

5.1 Conclusions

�is thesis investigated the e�ect of Stefan �ow generated by chemical reactions in particle-laden
�uid �ows. Particle-resolved numerical simulations were carried out to elucidate its e�ects. �e
step-wise approach for increased complexity was adopted, starting from a simpler model to a
realistic one. All the particle Reynolds numbers (Re) used in this work were less than 15. Sim-
ulation conditions were based on Entrained-�ow biomass gasi�cation even though the studies
are general for the cases within the range of parameters studied in this work (Reynolds number,
Stefan Reynolds number).

Initially, the e�ect of uniform Stefan �ow on the drag coe�cient (Cd) of a spherical particle
is studied in a uniform bulk �uid �ow at a constant temperature. �is study aimed at studying
the physical e�ects of uniform Stefan �ow. Results showed that outward Stefan �ow reduces
the drag coe�cient (Cd) and inward Stefan �ow increases the drag coe�cient (Cd). Stefan �ow
changes the average viscous force on a particle, although the average pressure force is not af-
fected. Amodel was developed for the drag coe�cient (Cd) with the e�ect of Stefan �ow based on
physical interpretation. �e model was based on the variation of boundary layer thickness with
only one ��ing parameter. Non-isothermal e�ects were added to the simulations by creating a
temperature di�erence between the particle and the bulk �uid. �is study aimed to understand
the physical and thermal e�ects of the uniform Stefan �ow. �e e�ect of Stefan �ow on the drag
coe�cient (Cd) and the Nusselt number (Nu) were studied. �e results show that the isothermal
drag coe�cient and the non-isothermal drag coe�cient were di�erent. �erefore, the model de-
veloped from isothermal simulations was modi�ed based on thermal e�ects due to Stefan �ow.
A newmodel is developed for the e�ect of Stefan �ow on the Nusselt number (Nu) for a spherical
particle in a convective �ow using non-isothermal simulation results. �e model is developed
by combining a model for the Nusselt number (Nu) of a spherical particle in a quiescent envi-
ronment with Stefan �ow and a model for the Nusselt number (Nu) of a spherical particle in a
uniform convective �ow.
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�en, the e�ect of uniform Stefan �ow on neighboring spherical particles was studied in a
uniform bulk �uid �ow under isothermal conditions. Particles were a�ected independently by
both neighbor particle and Stefan �ow e�ects when the distance between particles is greater
than 2.5 (L/D > 2.5). Stefan �ow e�ects dominate when the distance between particles is less
than or equal to 2.5 (L/D ≤ 2.5), and both pressure and viscous force show steep variations.
An outward Stefan �ow causes repulsion, and an inward Stefan �ow causes a�raction between
neighboring particles.

Finally, a porous particle reacting under a heterogeneous reaction was considered by resolv-
ing the interior and exterior of the particle. Char gasi�cation is considered as the heterogeneous
reaction which creates a realistic Stefan �ow rather than a uniform Stefan �ow considered in pre-
vious works. A numerical code was developed to study particle-resolved simulations with het-
erogeneous reactions. Particle-resolved simulations (PRS) were carried out for di�erent particle
Reynolds numbers, e�ectiveness factors, and Stefan Reynolds numbers. Point-particle simula-
tions (PPS) were also carried out to �nd the accuracy of PPS by comparing it with RPS results for
reacting particles with a Stefan �ow. Drag coe�cient (Cd), Nusselt number (Nu), and Sherwood
number (Sh) were analyzed for each case from PRS results, and an e�ort has beenmade to explain
the variation of the drag coe�cient during reactions. Results showed that the drag coe�cient
(Cd) is higher than a case without reactions under the same conditions, which contradicts our
previous �ndings. However, viscous force is less than or close to a case without reactions under
the same conditions for most of the conversion time. �erefore, the pressure force is responsible
for increasing the drag coe�cient during heterogeneous reactions with a Stefan �ow. Decreasing
in viscous force corresponds with uniform Stefan �ow results. Two reasons have been identi-
�ed for the increase of pressure force. One is the localized reaction of a particle under regime II
conditions creating a non-uniform Stefan �ow. �e other is the increase of pressure inside the
particle (porous media) due to high resistance created by the Stefan �ow.

Comparison of Particle-resolved simulation (PRS) results with Point-particle simulation (PPS)
results have shown variations for di�erent parameters such as e�ectiveness factor, particle radius,
and gas compositions. Gas compositions have shown signi�cant variation between PRS and PPS
results. Di�erent tests have been carried out to identify the reason for deviations between the
two approaches. Main reasons were negligence of non-uniform temperature within the particle
in e�ectiveness factor and deviation of external heat and mass transfer models from the Nusselt
number and the Sherwood number.

5.2 Future work

Stefan �ow is available everywhere in the nature such as in evaporation. Ourmain interest on the
e�ects of uniform Stefan �ow was for the range in entrained-�ow biomass gasi�cation (EFBG).
�erefore, it would be important to develop physics based models for a wider range of Reynolds
number and Stefan Reynolds number. Same applies to rest of the work since it is important to
gain insight of Stefan �ow e�ects in a wider range to be used in di�erent applications. One more
important part of modeling would be to suggest at which conditions one can neglect the Stefan
�ow e�ects.

E�ects of Stefan �ow on neighboring particles were also studied only for particles in tandem
arrangement. In reality, particles can be at any direction to one another in 3-D space. �erefore,
it is important to study other arrangements of particle positioning and �nd common features of
neighboring particles with a Stefan �ow.

Particle interior and exterior resolved simulations (RPS) have shown that drag coe�cient
and Nusselt number vary for a particle with heterogeneous reactions producing a Stefan �ow.
Observations suggest that Stefan �ow a�ects the variation of the Cd and Nu. It would have been
easier to compare and draw conclusions about cases with Stefan �ow, if RPS cases had results
without Stefan �ow. �erefore, it would be an important addition to this work to compare the
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results of cases with Stefan �ow with cases without it.
Comparisons of RPS results with PPS have shown signi�cant deviations between the two,

and this work has identi�ed some of them. It is important to �nd the models for heat and mass
transfer coe�cients (Sh, Nu) that predict PPS results closer to RPS results for di�erent applica-
tions. Further, improving the models we have developed for a uniform Stefan �ow to be mod-
i�ed for cases with non-uniform Stefan �ow and creating more advanced models is important.
In addition, it is important to improve the e�ectiveness factor models currently used for char
gasi�cation to consider the non-uniform temperatures, the convective e�ects within a particle
and to include the history of particle conversion.
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a b s t r a c t 

Particle laden flows with reactive particles are common in industrial applications. Chemical reactions in- 
side the particle can generate a Stefan flow that affects heat, mass and momentum transfer between the 
particle and the bulk flow. This study aims at investigating the effect of Stefan flow on the drag coefficient 
of a spherical particle immersed in a uniform flow under isothermal conditions. Fully resolved simula- 
tions were carried out for particle Reynolds numbers ranging from 0.2 to 14 and Stefan flow Reynolds 
numbers from ( −1 ) to 3, using the immersed boundary method for treating fluid-solid interactions. Re- 
sults showed that the drag coefficient decreased with an increase of the outward Stefan flow. The main 
reason was the change in viscous force by the expansion of the boundary layer surrounding the particle. 
A simple model was developed based on this physical interpretation. With only one fitting parameter, 
the performance of the model to describe the simulation data were comparable to previous empirical 
models. 

© 2019 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 

1. Introduction 

Many industrial applications involve particle laden flows with 
reactive particles, such as combustion of solid fuels, catalytic crack- 
ing and drying applications. Unlike ordinary particle-laden flows, 
reacting particles exchange mass with the surrounding fluid. A Ste- 
fan flow, induced by chemical reactions inside or at the surface of 
the particle, has effects on the gas-solid interaction, i.e. momentum 
( C D -drag coefficient), heat ( Nu -Nusselt number) and mass trans- 
fer ( Sh -Sherwood number) between the particle and the bulk flow 
( Hayhurst, 20 0 0; Yu and Zhang, 2009; Yu et al., 2013; Kalinchak, 
2001 ). This can be exemplified by gasification and combustion pro- 
cesses, where, upon being released into the hot environment, fuel 
particles undergo fast devolatilization that results in a pronounced 
gas stream leaving the particles. Although momentum, heat, and 
mass transfer could be affected by the Stefan flow, as a first step, 
we focus on the effect of Stefan flow on C D in isolation from the 
effects of heat and mass transfer in this study. 

∗ Corresponding author. 
E-mail address: thamalirajika@gmail.com (T.R. Jayawickrama). 

Resolved simulations of multiphase reactive flows demand high 
computational resources due to its complexity and the multi-scale 
nature of the processes. The smallest scale in such systems typi- 
cally corresponds to the scale of the particles and their boundary 
layers ( 10 −6 − 10 −3 m), while the largest scales are set by the en- 
tire reactor, which typically contains millions of reactive particles 
and has a length scale ( 10 0 − 10 2 m) that is several orders of mag- 
nitudes larger than the particle scale. Therefore, it is impractical 
to carry out particle resolved simulations for a large domain. In- 
stead, it is useful to develop constitutive models based on the re- 
sults from particle resolved simulations of single or multiple parti- 
cles, which can then be implemented in large scale reactor simu- 
lations that do not resolve the individual particles. Compared with 
the many particle-resolved simulations in the literature, only a few 
studies have used their results to develop models suitable to use 
in large scale simulations (e.g. models for Stefan flow developed 
by Miller and Bellan (1999) and Kestel (2016) , while models taking 
into account particle porosity and particle shape are presented in 
Wittig et al. (2017) and Richter and Nikrityuk (2012) , respectively.) 

Previous studies on Stefan flow effects mainly investigated 
droplet evaporation/condensation ( Bagchi et al., 2001; Renk- 
sizbulut and Yuen, 1983; Dukowicz, 1984 ) and suction/blowing 

https://doi.org/10.1016/j.ijmultiphaseflow.2019.04.022 
0301-9322/© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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effects ( Chuchottaworn et al., 1983; Dukowicz, 1982; Cliffe and 
Lever, 1985 ). Models developed for the drag coefficient of evap- 
orating/condensing droplets are based on both experimental and 
simulation data. Recently, the performance of the model by 
Renksizbulut and Yuen (1983) was assessed for a char particle dur- 
ing oxy-fuel combustion ( Farazi et al., 2016 ). The model contains a 
case-specific blowing number and had to be adjusted by introduc- 
ing a new blowing number. However, some studies have proposed 
more general models for the drag coefficients of a reacting parti- 
cle, based on the suction/blowing effect directly. In early models, 
the mass flux inward/outward (hereafter called Stefan flow) was 
represented by ‘a non-dimensional blowing number ( �)’, which 
is the ratio of Stefan flow velocity and slip velocity ( = U s f /U ∞ ) 
( Cliffe and Lever, 1985 ). More recently, the Stefan velocity has been 
non-dimensionalized by the Stefan Reynolds number, Re sf , which is 
based on particle radius ( R ), Stefan velocity ( U sf ) and fluid viscosity 
( ν) ( Kestel, 2016 ): 

Re s f = 
2 U s f R 

ν
. (1) 

Another relevant Reynolds number is the particle Reynolds num- 
ber, Re , which is based on the particle slip velocity ( U ∞ ), 

Re = 
2 U ∞ R 

ν
, (2) 

such that U s f,r = Re s f /Re . 
Dukowicz (1982) developed an analytical relation for the drag 

of a spherical solid particle with suction/blowing in creeping flows 
( Re → 0). For higher Re , a number of works addressed the effects of 
Stefan flow on the drag coefficient ( Cliffe and Lever, 1985; Miller 
and Bellan, 1999; Kestel, 2016; Nour et al., 2017 ). Miller and Bel- 
lan (1999) developed an empirical model based on the numerical 
simulation results of Cliffe and Lever (1985) for an isothermal flow 
around a sphere. Kurose et al. (2003) has modified the model coef- 
ficients of the same model to fit the data for an outflow in a linear 
shear flow around a solid sphere. Later, another empirical model 
was introduced by Kestel (2016) , which is applicable for the wider 
range of mass fluxes that appeared in a 200 MW commercial gasi- 
fier data. It is apparent that the change of drag coefficient due to 
Stefan flow cannot be neglected. However, available models are not 
based on physical observations, and they rely on a number of fit- 
ting parameters. In addition, none of the models are suitable for 
negative Stefan flows (suction). 

This study investigates the interaction between a gas flow and 
an embedded reacting particle that experience a Stefan flow. The 
main aim is to develop a physics-based simple model describing 
the change of the drag coefficient due to the Stefan flow for a par- 
ticle in an isothermal flow. Direct numerical simulations that re- 
solve the boundary layer at the particle surface were carried out 
for a laminar flow surrounding a stationary particle with either 
an outgoing or an incoming Stefan flow. Simulation results were 
analyzed and a model was developed with a physical interpreta- 
tion from the simulations. The developed model and two previous 
models from the literature ( Miller and Bellan, 1999; Kestel, 2016 ) 
were compared with the simulation results. The range of particle 
Reynolds numbers ( Re ) in this study is limited to the conditions 
relevant to entrained-flow gasification or pulverized combustion. 

2. Methodology 

The numerical simulations considered a static particle in a uni- 
form isothermal flow. The generation and consumption of gas in 
the solid phase were considered as a uniform outgoing or incom- 
ing mass flux at the particle surface in the surface-normal direc- 
tion. In all of the simulations performed here, the Reynolds num- 
ber is smaller than the critical Reynolds number that yields von 

Karman oscillations. This means that there are no transients in the 
flow, and hence, a steady state solver can be used. 

2.1. Governing equations 

Steady state simulations were carried out under isothermal 
conditions, with the gas phase assumed to be incompressible. The 
discrete phase was described as a static spherical particle with 
constant size. The gas phase is governed by mass conservation, 

∇ · −→ 
u = 0 , (3) 

and momentum conservation, 

(ρ
−→ 
u · ∇ ) −→ 

u = −∇ p + μ∇ 2 −→ 
u , (4) 

where ρ is the density of the fluid, −→ 
u is velocity vector, p is pres- 

sure and μ is dynamic viscosity. Eqs. (3) and (4) were discretized 
with the finite volume method using second-order schemes. 

2.2. Boundary conditions 

The slip velocity between the particle and the bulk gas was set 
as the inlet velocity at the front boundary (left side of the calcu- 
lation domain in Fig. 1 ). An ’outflow’ boundary condition (i.e. zero 
velocity gradient) was applied at the back boundary (right side of 
the calculation domain in Fig. 1 ). The side boundaries of the do- 
main were treated as ’slip walls’. A ’slip wall’ boundary condition 
enforces both the velocity component normal to the wall and the 
gradients of the other velocity components in the normal direction 
to be zero. Boundaries along the symmetry axes were considered 
as ’symmetric’ boundaries, which means that the component of ve- 
locity normal to the symmetry plane is zero and that the gradient 
of all the other properties normal to the plane is zero. 

The immersed boundary method (IBM) was used at the sur- 
face of the particle. The current work used the discrete forcing ap- 
proach ( Mittal and Iaccarino, 2005 ), which uses the direct imposi- 
tion of boundary conditions ( Jasak et al., 2014 ), and the presence 
of the immersed surface/body is formulated through the bound- 
ary conditions. The value of any parameter inside the cells that 
contain the immersed boundary was calculated by interpolating 
values at the immersed boundary points and the neighbour cells 
( Fadlun et al., 20 0 0 ). To implement Stefan flow, the velocity is fixed 
(Dirichlet boundary condition) at the immersed boundary normal 
to the particle surface as: 

˙ m = ρ
∮ 

S 
( −→ 
u s f · −→ 

n ) dS , (5) 

where integration is over the surface S of the particle, −→ 
n is unit 

vector in the direction normal to the surface element dS and ˙ m 
is mass flow rate due to the Stefan flow. Furthermore, for pres- 
sure the gradient is set to zero at the immersed boundary (Neu- 
mann boundary condition). The treatment of Dirichlet and Neu- 
mann boundary conditions for an immersed boundary method in 
foam-extend is shown in the Appendix A ( Jasak et al., 2014 ). 

2.3. Calculation conditions and procedure 

In this work, we used the OpenFoam environment, called 
foam-extend -3.2 ( Weller et al., 1998 ). The numerical simulations 
were carried out using the incompressible, steady-state, im- 
mersed boundary solver. The solver uses quadratic interpolation 
( Jasak et al., 2014 ) for the reconstruction of the solid phase bound- 
ary conditions into the closest fluid cells. 

Flow conditions were selected based on practical applications 
of pulverized combustion and gasification at atmospheric pressure. 
Four different Re were selected by considering particle size (0.1–
1.0 mm), slip velocity (0.5–3 m s −1 ), and gas properties of N 2 at 
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Fig. 1. Computational domain for the simulations, with D denoting the particle diameter, and �i , i = 1 to 5 representing the coarsest mesh to finest mesh. D −x,i is the 
distance from the centre of the sphere to negative x-direction and D + x,i is the distance from the centre of the sphere to positive x-direction in level i (See the Table 1 ). 

Table 1 
Distance from the centre of the particle 
in diameters ( D ) in the computational do- 
main (See Fig. 1 ). 

i D −x,i D + x,i D y,i , D z,i �i / D 

1 16 48 16 0.16 
2 3 6 3 0.08 
3 2 5 2 0.04 
4 1.5 3 1.5 0.02 
5 1.2 2 1.2 0.01 

1400 K. The considered Re are: 0.232, 2.32, 6.98, 13.96. The magni- 
tude of the Stefan-flow mass flux was calculated from data relevant 
for devolatilization and char conversion of biomass ( Kreitzberg 
et al., 2016; Umeki et al., 2012 ). Since the Re was always less than 
20 in this study, the flow is steady, axisymmetric and topologically 
similar ( Johnson and Patel, 1999 ). Therefore, only a quarter of the 
domain was simulated with symmetric boundaries. 

Initially, the domain size and mesh resolution was selected 
based on previous studies ( Constant et al., 2017; Richter and Nikri- 
tyuk, 2012 ) for flow around a sphere. Then, mesh refinement tests 
were carried out for the highest Re . Based on these tests, we ar- 
rived at five levels of refinement that were eventually used for 
the simulations, with the mesh size of the finest refinement be- 
ing 0.01 D (see the Fig. 1 and Tab. 1 ). After the mesh refinement 
test, domain size tests were carried out for the smallest Re and the 
highest Stefan flow velocity, i.e. because the boundary layer is ex- 
pected to be the largest under such condition. Based on the results 
(see Table 2 ), mesh 2 was selected considering accuracy and econ- 

Table 2 
Domain size test for Re = 0 . 23 at Re s f = 2 . 90 and 1.45 for different domain sizes. 

Re sf Mesh Domain size 
Refinement 
levels C D 

Error 
(% of mesh 3) 

2.90 mesh 1 32 ×16 ×16 4 86.25 19 .2 
mesh 2 64 ×32 ×32 4 75.45 4 .2 
mesh 3 128 ×64 ×64 4 72.38 –

1.45 mesh 2 64 ×32 ×32 4 90.28 2 .8 
mesh 3 128 ×64 ×64 4 87.85 –

omy of computational resources. The final mesh and domain are 
shown in Fig. 1 , consisting of around 9.6 million cells in total. 

For isothermal conditions, the drag coefficient of a particle with 
no Stefan flow should depend only on Re . As preliminary tests, we 
confirmed this with two different sets of particle diameters and 
slip velocities at the same Re . 

2.4. Estimation of the drag coefficient 

The drag coefficient can be calculated as 

C D = 

−→ 
F P,x + 

−→ 
F v isc,x 

1 
2 ρU 2 ∞ (πR 2 ) 

, (6) 

when the pressure and viscous forces are given as 

−→ 
F P = 

∮ 

S 
(P sur − P re f ) 

−→ 
n ds, (7) 

and 
−→ 
F v isc = −

∮ 

S 
μ(∇ −→ 

u + ∇ −→ 
u t ) −→ 

n ds, (8) 

respectively. Here, the integration is over the surface S of the par- 
ticle. In the above, P sur and P ref are the interpolated pressure at the 
particle surface and in the far field, respectively, and −→ 

n is the unit 
vector in the surface-normal direction. Only the components 

−→ 
F P 

and 
−→ 
F v isc in the direction of the mean flow were accounted for 

when calculating the drag coefficient, since the other components 
are canceled out due to symmetry. 

3. Results and discussion 

3.1. Validation 

The numerical implementation was validated for the esti- 
mated drag coefficient using four Re w ithout Stefan flow. The ob- 
tained drag coefficient was compared to the empirical formula of 
Haider and Levenspiel (1989) , 

C D = 
24 
Re 

(1 + 0 . 1806 Re 0 . 6459 ) + 0 . 4251 
(
1 + 

6880 . 95 
Re 

)−1 
, (9) 
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Fig. 2. Drag coefficient as a function of Re for the case where there is no Stefan 
flow. Line: Correlation of Haider and Levenspiel (1989) , symbols: numerical simula- 
tions. 

Fig. 3. Normalized drag coefficient C D,sf / C D ,0 vs normalized Stefan flow velocity 
U sf / U ∞ at different Re . Symbols: simulations, lines: linear regression to the data. 

which was derived from 408 experimental data points. 
Fig. 2 shows that the drag coefficients obtained from our simu- 
lations (symbols) are in agreement with this empirical formula 
(solid line). The data is also listed in Table B.1 . 

The velocity profile surrounding the particle generated by Ste- 
fan flow was validated in a quiescent fluid by comparing it to the 
analytical solution, 

−→ 
u d = 

−→ 
u s f R 

2 

d 2 
, (10) 

where −→ 
u d is the velocity vector at a distance d from the centre of 

the sphere, and −→ 
u s f is the Stefan flow velocity vector at its surface. 

3.2. Effects of Stefan flow on drag coefficient 

Fig. 3 shows the normalized drag coefficient, C D,r = C D,s f /C D, 0 , 
plotted against the normalized Stefan flow velocity, U s f,r = U s f /U ∞ , 
for different Re . Here, C D ,0 and C D,sf refer to the drag coefficients 
without and with Stefan flow, respectively, while U ∞ is the in- 
let velocity. The results show a nearly linear relationships between 
C D,r and U sf,r for every given Re , with the slope of the relationship 
getting steeper with increasing Re . 

According to Fig. 3 , the normalized drag coefficient was as low 
as 0.7 (for Re = 2.32 and U s f,r = 1 . 3 ), and is expected to decrease 

Fig. 4. Drag force due to pressure ( F p , circles) and viscous stress( F visc , squares) on 
the sphere normalized by the total drag force ( F p + F v isc ) for Re s f = 0 . 

Fig. 5. Pressure component (P sur f − P re f ) 
−→ 
n x in the flow direction at the surface of 

the sphere normalized by the characteristic pressure −→ 
F tot,x /πR 2 for Re = 13 . 96 and 

different U sf / U ∞ . 

even further at higher Stefan velocity. This significant reduction in 
drag shows the relevance of the Stefan flow in entrained flow gasi- 
fication and combustion applications. 

Fig. 4 explores the effect of Stefan flow in more detail by show- 
ing the pressure and viscous forces separately. In all cases studied 
here, both with and without Stefan flow, we found that the viscous 
force was larger than the pressure force by a factor of roughly two, 
as is expected for low Re . We do see, however, that this factor is 
decreasing for increasing Re sf , and for much larger values of Re sf it 
can not be excluded that it may even be less than one. The bottom 
line is that a positive Stefan flow give a significant reduction of the 
viscous force while the pressure force remains almost constant. 

To elucidate the observed effects, the pressure force compo- 
nent in the mean flow direction, (P sur f − P re f ) 

−→ 
n x is shown in Fig. 5 

as a function of surface angle from the front of the particle (See 
schematic in the inset of Fig. 1 ). The Stefan flow velocity at the 
surface is given as U sf / U ∞ , where the positive values indicate out- 
going flows. The figure confirms the observation from Fig. 4 , i.e.; 
the pressure force is hardly affected by the Stefan flow and it is 
almost constant for a given Re . 

On the contrary, Fig. 4 showed that the viscous force decreased 
with an outgoing Stefan flow and increased with an incoming Ste- 
fan flow. To explore this effect, Fig. 6 shows the viscous stress com- 
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Fig. 6. Viscous stress component [ −μ(∇ −→ 
U + ∇ −→ 

U t ) . −→ 
n ] x in the mean flow direction 

at the surface of the sphere, normalized by the characteristic pressure −→ 
F tot,x /πR 2 

for Re = 13 . 96 and different U sf / U ∞ . 

ponent in flow direction as a function of the surface angle from 
the front of the particle. It shows that the viscous stress is actually 
higher at the front of the particle for the simulations with outgoing 
Stefan flow. On the other hand, the viscous stress behind the parti- 
cle is smaller with outgoing Stefan flow. The changes in the viscous 
stress at the front and the back of the particle cancel each other 
and have no significant net effect. The shear stress at the side of 
the particle (40 < θ < 140) is smaller with outgoing Stefan flow. As 
a result, the overall viscous stress for the particle decreased under 
the influence of outward Stefan flow. The main factor that affects 
the viscous force is the velocity gradient as shown in Eq. (8) . The 
observation in Fig. 6 implies that the change in the boundary layer 
thickness is more significant than the change in velocity difference 
that appear at the front and back of the particle. 

Fig. 7 shows the flow field (i.e. velocity magnitude) with (lower 
half panel) and without (upper half panel) outward Stefan flow. 
Comparison of the flow fields showed that the boundary layer 
thickness increased with outgoing Stefan flow. On the contrary, 
the boundary layer thickness decreased with incoming Stefan flow. 
This change in boundary layer thickness due to the Stefan flow is 
clearly seen by inspecting the velocity magnitude along the y -axis 
crossing the centre of the sphere, as shown in Fig. 8 . For an out- 
going Stefan flow (red dashed line in Fig. 8 ) we observed a slower 
relaxation of the velocity magnitude to the free stream velocity, 
while vice versa, a faster relaxation was observed for incoming 
Stefan flow (green dashed line). This effect can be understood as 
the boundary layer being pushed away from the particle surface in 
case of an outward Stefan flow, while it was pulled towards the 
surface for an inward Stefan flow. This change in boundary layer 
thickness with the Stefan flow affects the velocity gradient, and 
hence it explains the observed change in the viscous force and, 
consequently, also the drag. 

3.3. A model for the drag coefficient with Stefan flow 

In this section, a simple expression is suggested for the drag 
coefficient under the influence of Stefan flow for small Re . The 
net drag on a particle is entirely determined by the boundary 
layer around the particle. Any change to the boundary layer due 
to the presence of Stefan flow would therefore have an effect on 
the drag. Indeed, we observed in the previous section that Ste- 
fan flow reduced/enhanced the drag coefficient by modifying the 

viscous force through the expansion/contraction of the boundary 
layer. As a first approximation, we assume that the change in the 
normalized drag coefficient depends on the change in the volume 
of the boundary layer. By assuming that the volume of boundary 
layer with Stefan flow simply becomes the sum of its original vol- 
ume ( V B ) and the volume of Stefan flow ( V sf ), the normalized drag 
coefficient can be expressed as 

C D,r = 
V B 

V B + V s f 
. (11) 

Here, the volume of the Stefan flow is defined as the volume of 
fluid emitted from the particle during a typical flow time-scale, τ f , 
such that 

V s f = 4 πR 2 U s f τ f , (12) 

where the flow time-scale is given by 

τ f = 
2(R + δ) 

U ∞ 
, (13) 

where δ is the boundary layer thickness. We can assume δ �R at 
small Re . Hence, 

τ f ≈
2 δ
U ∞ 

. (14) 

Based on the above, the volumes of the Stefan flow and its approx- 
imation at low Re are now given by 

V s f = 8 πR 2 (R + δ) 
U s f 
U ∞ 

≈ 8 πR 2 δ
U s f 
U ∞ 

. (15) 

Furthermore, the volume of the boundary layer is given as 

V B = 
4 
3 
π(R + δ) 3 − 4 

3 
πR 3 , (16) 

and when δ � R , 

V B ≈ 4 
3 
πδ3 . (17) 

Adopting the result from classical boundary layer theory, the 
boundary layer thickness is given by 

δ = 
2 AR √ 
Re 

, (18) 

where A is a constant with a value of the order of one. Combining 
Eqs. (15) and (17) with Eq. (11) yields 

C D,r = 
1 

1 + 
3 Re s f 
2 A 2 

. (19) 

Fig. 9 shows the normalized drag coefficient C D,r for various Re 
obtained from the simulations as a function of Re sf , together with 
the prediction given in Eq. (19) (solid line). The parameter A in 
Eq. (19) was calculated by fitting to the data for the smallest Re 
( A = 3 . 25 ± 0 . 25 at Re = 0.232). 

Eq. 19 is based on the assumption that Re is small enough to 
satisfy δ �R , and it is not applicable for higher Re . 
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Fig. 7. Velocity magnitude map with contour lines (velocity magnitude step 0.5) surrounding the sphere at Re = 13 . 96 . Upper half without Stefan flow ( U s f /U ∞ = 0 ) and 
lower half with Stefan flow ( U s f /U ∞ = 0 . 208 ). 

Fig. 8. Velocity magnitude normalized by U ∞ along the y -axis crossing the sphere 
centre ( θ = 90 ◦; distance normalized with particle radius, R ) for Re = 13 . 96 at dif- 
ferent U sf / U ∞ . 

Without the assumptions of δ �R , i.e. keeping the parti- 
cle radius when estimating the boundary layer volumes using 
Eqs. (15) and (16) , the normalized drag coefficient based on 
Eq. (11) follows as : 

C D,r = 
1 

1 + f (Re ) Re s f 
, (20) 

with 

f (Re ) = 
3 
Re 

(
1 + 

2 A √ 
Re 

)
1 

( 3 A √ 
Re + 6( A √ 

Re ) 
2 + 4( A √ 

Re ) 
3 ) 

, (21) 

where A = 3 . 01 ± 0 . 13 as obtained by fitting to the simulation data 
using the least squares methods. The performance of the model 
was compared against the previous models by Miller and Bel- 
lan (1999) ( Eq. (22) ) and Kestel (2016) ( Eq. (23) ); the former reads 
as: 

C D = 
24 
Re 

[
1 + 0 . 054 Re + 0 . 1 Re 

1 
2 (1 − 0 . 03 Re ) 

1 + a | Re s f | b 
]
, (22) 

Fig. 9. The normalized drag coefficient as a function of the Stefan based Re . 

where a = 0 . 09 + 0 . 77 exp (0 . 4 Re ) and b = 0 . 4 + 0 . 77 exp (−0 . 04 Re ) 
which is valid for 0 ≤Re ≤100 and 0 ≤Re sf ≤10 ( Miller and Bel- 
lan, 1999 ) and Kestel (2016) model reads as; 

C D,r = 
1 

(1 + 0 . 138 Re s f 
1 . 153 ) a 

, (23) 

where a = ( 1 . 063 
1+0 . 223 Re ) 

0 . 568 , which is valid for 0 ≤Re ≤200 and 
0 ≤Re sf ≤20. 

Fig. 10 compares the performances of three models with the 
data from the simulations. All the models are in good agreement 
with the simulation results for positive Re . The maximum error of 
the current model was less than 6% in the simulated range that is 
0 ≤Re ≤14 and (−1) � Re s f � 3 . However, there are two major dif- 
ferences between the current and previous models. First, the previ- 
ous models contain several fitting parameters without clear phys- 
ical background. The current model, however, contains only one 
fitting parameter, which is related to the relationship between Re 
and the boundary layer thickness ( Eq. (18) ). Moreover, the previous 
models by Miller and Bellan (1999) and Kestel (2016) are not appli- 
cable to negative Re sf while the current model expands to negative 
Re sf and is in good agreement with simulation data, at least down 
to Re s f = (−1) . For strongly negative Re sf , C D,r given by Eq. (20) di- 
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Fig. 10. Drag coefficient as a function of the Re sf , for different Re . 

verges. However for Re = 0 . 232 , Re sf has to become as small as (-7) 
before C D,r diverges. 

4. Conclusions 

Fully resolved numerical simulations of flow surrounding a gas- 
emitting particle were carried out to elucidate the effect of Ste- 
fan flow on the drag acting on a particle in a uniform flow. The 
application of this study is limited to steady, axisymmetric flow 
( Re < 14), and low Stefan flow velocity ( −1 � Re s f � 3 ). 

Results showed that the drag coefficient has a nearly linear re- 
lationship with the Stefan flow velocity. An outward Stefan flow 
lead to a reduction of the drag coefficient, whereas the magnitude 
of the reduction increases with increasing Re . For the Reynolds 
numbers in this study, the main reason for the reduction/increase 
in the drag coefficient was the change in viscous force. This was 
caused by the expansion/contraction of the boundary layer sur- 
rounding the particle, rather than the change in relative velocity 
at the particle surface. 

A simple model was developed based on the change in the vol- 
ume of the boundary layer due to Stefan flow. Although the model 
contains only one fitting parameter, it showed as good agree- 
ment with the simulation data as previous models with several fit- 
ting parameters. The proposed model also showed good agreement 
with the simulation data for negative Re sf while previous models 
could not be computed because of non-integer indexes for Re sf . 
Similar studies for Nusselt number and Sherwood number would 
be important for future works. 

Acknowledgements 

The authors are grateful to the Swedish Research Council 
( Vetenskapsrådet ) for financial support for the study (grant num- 
ber: 2015-05588 ). The simulations were performed on resources, 
Kebnekaise , provided by the Swedish National Infrastructure for 
Computing (SNIC) at High Performance Computing Center North 
(HPC2N). The authors thank all the staff of HPC2N for the technical 
assistances. Furthermore, M.U.B. thanks the Swedish for Gasifica- 
tion Center and its industrial and academic partners for financial 
suppport. N.E.L.H. acknowledge the Research project Gaspro, fi- 
nanced by the research council of Norway ( 267916 ) the European 
Union’s Horizon 2020 research and innovation programme (No 
764697 ). This work also benefitted from computer resources 
made available through Norwegian NOTUR program, under award 
NN9405K. 

Appendix A. Boundary treatment with immersed boundary (IB) 
method in foam-extend ( Jasak et al., 2014 ) 

In the IB method, the mesh is categorized into three types of 
cells called IB cells, Fluid cells or solid cells, which is shown in the 
Fig. A.1 a. 

Fig. A1. (a) Different cells around an Immersed boundary(IB), IB cell normals, (b) 
Extended stencil around an IB and local co-ordinate system for Neumann boundary 
conditions. adopted from Jasak et al. (2014) with the permission from the authors. 

Velocity (Dirichlet boundary condition) of an immersed bound- 
ary cell( φp ) is calculated using quadratic interpolation as 

φp = φib + C 0 (x P − x ib ) + C 1 (y P − y ib ) 

+ C 2 (x P − x ib )(y P − y ib ) 

+ C 3 (x P − x ib ) 
2 +C 4 (y P − y ib ) 

2 , (A.1) 

and pressure (Neumann boundary condition) of an immersed 
boundary cell is calculated as 

φp = C 0 + [ n ib . (∇φ) ib ] x 
1 
P + C 1 y 

1 
P + C 2 x 

1 
P y 

1 
P + C 3 (x 

1 
P ) 

2 + C 4 (y 
1 
P ) 

2 , 

(A.2) 

where the coefficients C 0 , C 1 , C 2 , C 3 and C 4 are calculated using 
weighted least squares method in the extended stencil shown in 
Fig. A.1 b and x 1 and y 1 are local co-ordinates where x 1 is normal 
to the point ib . 

Appendix B. Data tables of Figure 2 

Table B.1 
Data tables of Fig. 2 . 

Re Simulations Model 
Difference 
(% of model value) 

13 .96 3 .431 3 .424 0 .20 
6 .98 5 .521 5 .617 1 .71 
2 .32 13 .074 13 .562 3 .60 
0 .232 108 .490 110 .720 2 .01 
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Appendix C. Data tables of Figure 10 

Table C.1 
Data tables of Fig. 9 . 

Re Re sf 
C D 
-simulations 

Current 
model 

Kestel 
model 

Error of current model 
(% of numerical results) 

13 .96 2 .90 2 .82 2 .87 2 .87 1 .6 
0 .97 3 .19 3 .22 3 .232 0 .7 
0 .19 3 .38 3 .38 3 .392 0 .02 
0 .04 3 .42 3 .42 3 .42 0 .01 
0 3 .43 – – –

−0 .39 3 .48 3 .52 – 1 .2 
−0 .97 3 .65 3 .66 – 0 .4 

6 .98 2 .90 4 .36 4 .53 4 .44 4 .0 
1 .45 4 .89 5 .02 5 .00 2 .5 
0 .48 5 .30 5 .40 5 .42 1 .9 
0 .10 5 .48 5 .58 5 .59 1 .8 
0 5 .52 – – –

−0 .20 5 .61 5 .71 – 1 .7 
−0 .97 6 .00 6 .10 – 1 .9 

2 .32 2 .90 9 .60 10 .37 9 .90 8 .0 
1 .93 10 .60 11 .25 10 .98 6 .1 
0 .97 11 .75 12 .30 12 .25 4 .7 
0 .20 12 .91 13 .29 13 .34 2 .9 
0 13 .07 – – –

−0 .39 13 .61 14 .14 – 3 .9 
−0 .97 14 .51 15 .12 – 4 .2 

0 .232 2 .90 75 .45 78 .20 74 .88 3 .7 
1 .45 90 .28 91 .56 91 .00 1 .4 
0 .58 100 .80 102 .01 102 .79 1 .2 
0 .29 104 .57 106 .05 106 .85 1 .4 
0 .19 105 .80 107 .46 108 .15 1 .6 
0 .10 107 .09 108 .92 109 .39 1 .7 
0 .02 108 .27 110 .11 110 .25 1 .7 
0 108 .49 – – –

−0 .04 108 .90 111 .02 – 2 .0 
−0 .97 122 .78 127 .99 – 4 .2 
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a b s t r a c t 

A Stefan flow can be generated during a phase change or reactions of a particle immersed in a fluid. This 
study investigates the effect of Stefan flow on the exchange of momentum (drag coefficient ( C D )) and 
heat transfer (Nusselt number (Nu)) between the particle and bulk-fluid. Fully resolved simulations were 
carried out for a flow near a spherical particle immersed in a uniform bulk flow. The immersed boundary 
method is used for implementing fluid-solid interactions and the particle is considered as a static bound- 
ary with fixed boundary conditions. In a non-isothermal flow, the changes in thermophysical properties 
at the boundary layer played a role in the variation of C D and Nu by a Stefan flow further. The previously 
developed model for the drag coefficient of a spherical particle in a uniform isothermal flow was modi- 
fied for a uniform non-isothermal flow. The model is developed based on physical interpretation. A new 
model is developed for the Nusselt number for a spherical particle with a uniform Stefan flow combining 
available models in literature. The models are validated for Stefan Reynolds number −8 � Re s f,p � 25 and 
particle Reynolds number of 2 � Re f � 30 in gas flow (i.e. Pr ≈ 0 . 7 ). 

© 2021 The Author(s). Published by Elsevier Ltd. 
This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

1. Introduction 

Particle-laden flows have many complexities due to e.g. flow 
separation, particle wakes, multi-particle effects, Stefan flow ef- 
fects and reactions. Such flows are associated with physical ef- 
fects that have a wide range of length and time scales. For ex- 
ample, the largest length scale in pulverized boilers (reactor) 
is O(10 1 m) while the smallest physical scale (particle boundary 
layer) is O(10 −5 m) and the smallest chemical scale is O(10 −10 m) . 
Therefore, it is currently impossible to resolve all scales in any 
numerical setup of practical relevance. This gap can be bridged 
by developing models describing the effects occurring at smaller 
scales (smallest physical/chemical scales). The smallest physical 
scales ( O(10 −5 m )) can be studied through detailed numerical sim- 
ulations. In contrast to experimental data, numerical simulations 
create a virtual environment that is much more versatile to eluci- 
date the relevant transport phenomena and that can be used for 

∗ Corresponding author. 
E-mail address: thamalirajika@gmail.com (T.R. Jayawickrama). 

developing models. In the current study, we investigate the Stefan 
flow effects in particle-laden flows using numerical simulations. 

A Stefan flow is created when there is a net flow of gas/fluid 
towards or away from a solid surface that is reacting or undergo- 
ing a phase change ( Murphy and Shaddix, 2003 ). Some examples 
are: evaporation, condensation and combustion of droplets as well 
as pulverized fuel combustion and gasification. The Stefan flow can 
affect the exchange of mass, momentum and heat between the sur- 
face and the bulk fluid in particle-laden flows. Models for Nusselt 
number ( Nu ), Sherwood number ( Sh ) and the drag coefficient ( C D ) 
are used to calculate heat, mass and momentum transfer between 
the particle and the fluid, respectively. However, this study will 
only consider the Nusselt number and the drag coefficient. 

In the past, the Stefan flow effect was considered for droplet 
evaporation and combustion ( Renksizbulut and Yuen, 1983b; 
1983a; Abramzon and Sirignano, 1989; Harpole, 1981 ). Lately, an 
interest for the effect of the Stefan flow has emerged for coal 
combustion applications due to high reactive gas concentration 
in Oxy-fuel combustion (O 2 /CO 2 ) compared to air-fuel combustion 
(N 2 /O 2 ). The importance of Stefan flow in Oxy-fuel combustion of 
coal is emphasized by Yu et al. (2013) . According to them, a Ste- 

https://doi.org/10.1016/j.ijmultiphaseflow.2021.103650 
0301-9322/© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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Nomenclature 

Roman Symbols 
Symbol Description (Units) 
A cross section area ( m 2 ) 
c p specific heat capacity ( J kg −1 K −1 ) 
D diameter of the particle ( m ) 
F force ( N ) 
h heat transfer coefficient ( W m −2 K −1 ) −→ 
I identity matrix (1) 
L latent heat of evaporation ( J kg −1 ) −→ 
n unit normal vector (1) 
p pressure ( Pa ) 
R radius ( m ) 
S surface area ( m 2 ) 
T temperature ( K ) 
t weighting factor (between 0 to 1) (-) 
U velocity ( m s −1 ) −→ 
u velocity vector ( m s −1 ) 
V volume ( m 3 ) 

Greek Symbols 
δ boundary layer thickness ( m ) 
μ viscosity ( Pa s ) 
ρ density ( kg m −3 ) 
τ time scale ( s ) 
λ thermal conductivity ( W m −1 K −1 ) 

Subscripts 
b boiling point (-) 
B boundary layer (-) 
∞ parameters calculated at the far-field condition (-) 
f parameters calculated at the film condition (when 

t = 0 . 5 ) (-) 
l liquid (-) 
s f with Stefan flow conditions (-) 
p parameters calculated at the particle surface (-) 

Dimensionless numbers 
B T Spalding heat transfer number ( B T = c p (T b −T ∞ ) 

L ) 
C D Drag coefficient ( C D = F 

0 . 5 ρU 2 A ) 

Nu Nusselt number ( Nu = hd 
λ
) 

Pe Peclet number ( Pe = Re × Pr ) 
Pr Prandtl number ( Pr = c p μ

λ
) 

Re Reynolds number ( Re = ρUD 
μ ) 

fan flow has a strong influence on the mass transfer rate in Zone 
II conversion (kinetically and diffusion controlled) while the effect 
is insignificant in Zone III (diffusion controlled) during burnout pe- 
riod. Still it is not clear from their results when Stefan flow can be 
neglected. 

The main objective of the current paper is to study the effect 
of Stefan flow on Nusselt number and drag coefficient for non- 
isothermal conditions ( i.e. when there is a temperature difference 
between particle and gas field). Even though the model is generic 
and meant to be applicable for a variety of conditions, it was de- 
veloped and validated with a primary interest on entrained-flow 
biomass gasification. As summarized in the next section, we aim to 
fill a gap in knowledge and models, especially under the presence 
of large temperature differences ( i.e. > 100 K). Hereafter ’tempera- 
ture difference ( �T )’ means the temperature difference between 
the solid particle (sphere) surface and the far-field of the fluid. 
Simulations resolving the boundary layer are carried out for a lam- 
inar flow surrounding a static spherical particle. Multi-component 

effects were avoided for the simplicity of work. The applicability 
of our model for the drag coefficient, developed in our previous 
work under isothermal conditions ( Jayawickrama et al., 2019 ), is 
assessed and extended to non-isothermal conditions. In addition, 
a new model describing the effect of Stefan flow on the Nusselt 
number is developed. 

2. Previous studies 

2.1. Nusselt number at high temperature difference 

The Nusselt number (Nu = hD/λ) is usually expressed as a 
function of Reynolds number (Re = ρUD/μ) and Prandtl number 
(Pr = c p μ/λ). A Nusselt number formula that is applicable for 
both high and low temperature difference conditions is hard to 
find in the literature. Two popular models are the models of 
Whitaker (1972) and the model of Ranz-Marshall Ranz and Mar- 
shall (1952) . The former reads as: 

Nu = 2 + (0 . 4 Re 
1 
2 + 0 . 06 Re 

2 
3 ) Pr 0 . 4 

(
μ∞ 
μp 

) 1 
4 
, (1) 

where thermophysical properties ( i.e. λ, ρ, μ, and c p ) for the cal- 
culation of Nusselt number, Reynolds number, and Prandtl number 
are based on far-field conditions, μ∞ is the viscosity at far-field 
condition and μp is the viscosity at particle surface condition. The 
Ranz-Marshall model Ranz and Marshall (1952) is given as: 

Nu = 2 + 0 . 6 Re 
1 
2 Pr 

1 
3 , (2) 

where thermophysical properties at film condition are used to cal- 
culate Nusselt number, Reynolds number and Prandtl numbers, in- 
stead of those at far-field conditions. Film condition is defined 
as the average between the far-field condition and the surface 
condition, i.e. T f = (T ∞ + T p ) / 2 where T ∞ and T p are the far-field 
and surface temperatures, respectively. At low temperature dif- 
ferences and Reynolds numbers ( ≈ 0 < Re < 100 ), the Whitaker 
model ( Eq. 1 ) typically gives predictions that are closer to the ac- 
tual values ( Nikrityuk and Meyer, 2014 ), while the Ranz-Marshall 
model ( Eq. (2) ) can be applied for high temperature differences 
( 1 < Re < 130 ) ( Ellendt et al., 2018 ). 

There are numerous works on developing models for the Nus- 
selt number associated with droplet evaporation. Evaporation at 
high temperature differences requires consideration of the varia- 
tion of thermophysical properties, such as thermal conductivity ( λ) 
and specific heat capacity ( c p ). This effect can be accounted for 
through a correction factor for the Nusselt number ( Harpole, 1981 ), 
or by introducing a reference temperature ( Naraslmhan and Gau- 
vin, 1967; Downingm, 1966; Yuen and Chen, 1978 ). The reference 
temperature is then calculated as follows: 

T t = tT ∞ + (1 − t) T p , (3) 

where t is weight factor. 

2.2. Effect of Stefan flow on Nusselt number 

Different models for the Nusselt number developed for evapora- 
tion of single droplets are summarized by Zhifu et al. (2013) . They 
have categorized the available models into theoretical, numerical 
and experimental models. According to their comparisons, all the 
models are deviating from experimental results when the evapora- 
tion rates are high. Therefore, they have developed a model with 
a correction factor that is applicable for high evaporation rates as 
well. In this model, the Nusselt number is given as: 

Nu Zh = f T Nu , (4) 

where 

f T = (1 + B T p ) 
− 2 

3 , (5) 

2 

5663578_Inlaga.indd   765663578_Inlaga.indd   76 2022-11-21   10:092022-11-21   10:09



T.R. Jayawickrama, N.E.L. Haugen, M.U. Babler et al. International Journal of Multiphase Flow 140 (2021) 103650 

and 

Nu = 2 + 0 . 552 Re 
1 
2 Pr 

1 
3 . (6) 

Here the Spalding heat transfer number ( B T p ) is defined as: 

B T p = 
c p,p (T ∞ − T b ) 

L 
, (7) 

where L is latent heat of evaporation and T b is the boiling point 
temperature. The Reynolds number is calculated based on prop- 
erties at the particle surface, while the Prandtl number is calcu- 
lated based on far-field condition. The Nusselt number is calculated 
based on properties at the particle surface condition. It is noticed 
that the model of Zhifu et al. (2013) has no explicit dependence 
on the Stefan flow. The effect of Stefan flow is accounted for indi- 
rectly through the evaporation rate, characterized by the Spalding 
heat transfer number. 

Niazmand and Renksizbulut (2003) used the model devel- 
oped for droplet evaporation by Renksizbulut & Yuen ( Nu RY ) 
Renksizbulut and Yuen (1983a) for the generalized case of a Ste- 
fan flow: 

Nu RY = 
2 + 0 . 57 Re 1 / 2 Pr 1 / 3 

(1 + B T f ) 
0 . 7 (8) 

where the Reynolds number is calculated based on particle surface 
conditions, Prandtl number is calculated based on film condition 
and the Spalding heat transfer number is defined as: 

B T f = 
Pr Re s f 
Nu 

, (9) 

where 

Re s f = 
ρU s f D 

μ
, (10) 

is the Reynolds number based on the Stefan flow velocity (here- 
after, called Stefan Reynolds number). The variation of thermo- 
physical properties are neglected for Niazmand and Renksizbulut 
Niazmand and Renksizbulut (2003) and the selected range of Ste- 

fan flows was based on droplet evaporation (0.01 � 
U s f 
U ∞ � 0.04). 

Murphy & Shaddix Murphy and Shaddix (2003) have formulated a 
Nusselt number ( Nu M ) correlation, for Stefan flow in a quiescent 
environment. Assuming constant properties, their expression reads 
as: 

Nu M = Nu 
( Pr Re s f ) / Nu 

e ( Pr Re s f ) / Nu − 1 
, (11) 

where Nu = 2 is the Nusselt number in a quiescent flow without 
Stefan flow. Recently, Kestel Kestel (2016) developed a new empir- 
ical model applicable for the convective flow environment based 
on his simulation data that gave better accuracy than the other 
available models. In this model, which is applicable for Re < 200 , 
Re s f < 20 and 0 . 744 < Pr < 1 . 5 , the Nusselt number ( Nu K ) is given 
as: 

Nu K = Nu exp 

(−0 . 54 Pr Re 1 . 126 s f 

Nu 1 . 052 

)
, (12) 

where 

Nu = 2 + 0 . 39 Re 0 . 56 Pr 0 . 45 . (13) 

In Eq. 12 and 13 , all properties are calculated based on the refer- 
ence temperature as defined in Eq. (3) when the weight factor is 
t = 0 . 9 . This model has a large number of fitting parameters and 
it does agree better with simulation results. However, it does not 
necessarily represent the physical phenomena. 

In summary, most of the currently available models for Nusselt 
number for particles with Stefan flow in a convective environment 
are empirical. One of the very few theoretical models (of Eq. 11 ) 

( Murphy and Shaddix, 2003 ) developed for the Nusselt number of 
particles with Stefan flow is for a quiescent environment and is 
based on a constant property assumption. Therefore, there are no 
models for Stefan flow in a convective environment based on phys- 
ical interpretation while considering variation of properties. 

2.3. Drag coefficients at high temperature differences. 

The drag coefficient is defined as C D = F / (0 . 5 ρU 2 A ) , where F 
is the drag force, A is the cross-sectional area of the particle, ρ
is the density of the fluid and U is the velocity difference be- 
tween the particle and the fluid. There are many correlations avail- 
able to calculate fluid drag on a solid spherical object. However, 
most of these models have been developed for isothermal or close 
to isothermal conditions. This makes these models fail at high 
temperature differences, since variations of properties have to be 
considered in order to accurately calculate the drag. The Schiller- 
Naumann model Schiller and Naumann (1935) for the drag coeffi- 
cient, given as: 

C D = 
24 
Re 

(1 + 0 . 15 Re 0 . 687 ) , (14) 

is a widely used drag model. Recently, Ellendt et al. 
Ellendt et al. (2018) have suggested a correction factor ( φ) 
for the Schiller-Naumann correlation considering non-isothermal 
effects: 

C D = 
24 
Re 

(1 + 0 . 15 Re 0 . 687 ) φ;

φ = 0 . 273(1 − 0 . 883 Re ) 

(
ρ∞ 
ρp 

− 1 

)
+ 1 , 

(15) 

when 1 < Re < 130 . Here, the Reynolds number is evaluated at the 
surface temperature of the sphere, ρ∞ is the density of the fluid 
in the far-field and ρp is the density of the fluid at the particle 
surface. The fluid density entering the expression for the drag co- 
efficient ( C D = F / (0 . 5 ρU 2 A ) ) is at far-field conditions. 

2.4. Effects of Stefan flow on drag coefficients. 

Similar to the Nusselt number, the models developed for the 
combustion and evaporation of sprays are available for the drag 
coefficient under the influence of a Stefan flow ( Yuen and Chen, 
1976; Eisenkalam et al., 1967; Renksizbulut and Yuen, 1983b ). 
One common approach is the so-called one-third rule proposed 
by Yuen and Chen Yuen and Chen (1976) . The one-third rule 
uses ordinary drag models, for example the one of Schiller- 
Naumann Schiller and Naumann (1935) (see Eq. (14) ), for an evap- 
orating droplet, but with the Reynolds number calculated as: 

Re = 
ρ∞ UD 

μt 
, (16) 

where μt is the dynamic viscosity obtained at the reference tem- 
perature, as given by Eq. (3) , with a weight factor of t = 1 / 3 . 
This model is applicable in the range of 1 < Re < 20 0 0 and 0 < 
B T < 3 . The same result was confirmed by Renksizbulut and Yuen 
Renksizbulut and Yuen (1983b) for an evaporating droplet from 
their simulations. However, the approach described above does not 
include a dependency on the Stefan velocity and is therefore not 
expected to be suitable unless the Stefan flow velocity is small 
compared to the velocity of the mean flow. 

Studies of the effect of Stefan flow on the drag coefficient for 
generalized cases have always assumed isothermal conditions as 
per the authors knowledge. Most recent works are done by Jayaw- 
ickrama et al. Jayawickrama et al. (2019) , Kestel Kestel (2016) and 
Miller & Bellan Miller and Bellan (1999) . The latter two have devel- 
oped empirical models for the drag coefficient of a spherical object 

3 
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Fig. 1. Computational domain for the simulations. �i , i = 1 to 5 representing the coarsest mesh to finest mesh. D −x,i is the distance from the centre of the sphere to negative 
x-direction and D + x,i is the distance from the centre of the sphere to positive x-direction in level i (See the Table 2 ). 

with a Stefan flow. Kestel’s model is applicable for a wider range 
of Stefan flows ( 0 < Re sf � 20 and Re � 200 ). Both models have 
several fitting parameters. Jayawickrama et al. (2019) developed a 
model based on a physical interpretation of the drag that required 
only one fitting parameter. This model was validated against nu- 
merical simulations in the range of −1 � Re sf � 3 (a negative Re sf 
means inward Stefan flow) and Re < 14 . All three models are ap- 
plicable for isothermal conditions only. Therefore, it is important 
to study the effect of a Stefan flow on the drag coefficient includ- 
ing thermal effects as well. 

3. Methodology 

In the current work, numerical simulations are carried out for 
a flow around a static, spherical particle with constant size using 
OpenFOAM. The simulation domain and boundaries are shown in 
Fig. 1 . The incoming gas flow to the simulation domain is uni- 
form and its temperature is kept at 1400 K . A uniform Stefan flow 
is given as a boundary condition at the particle surface. Different 
cases are simulated by varying sphere surface temperature, diam- 
eter and incoming flow velocity, resulting in a variety of Reynolds 
numbers. Variation of properties with temperature is considered 
(See Appendix A for more details.). The Reynolds number is within 
the limit of steady, axi-symmetric flow ( Re < 210 ) ( Johnson and 
Patel, 2017 ) and the Mach number of the flow is well below 0.1. 
Therefore, the flow is essentially in-compressible. The intra-particle 
heat transfer is not considered and the particle temperature is kept 
uniform both in space and time. Radiative heat transfer is also ne- 
glected. The fluid is governed by the steady, incompressible, lami- 
nar flow equations, where mass conservation yields the continuity 
equation as: 

∇ · (ρ−→ 
u ) = 0 , (17) 

while momentum conservation gives: 

(ρ
−→ 
u · ∇ ) −→ 

u = −∇ p + ∇ · μ[ ∇ −→ 
u + ∇ −→ 

u 
T − 2 

3 
(∇ · −→ 

u ) 
−→ 
I ] . (18) 

Finally, from energy conservation we get: 

∇ · (ρc p 
−→ 
u T ) = −∇ · λ∇T . (19) 

Eqs. 17, 18 and 19 were discretized using second-order schemes 
with the finite volume method. 

3.1. Boundary conditions. 

The temperature of the inlet boundary is kept at 1400 K. The 
exit of the domain is considered as an outflow boundary, where 
the gradients of the velocity and temperature are set to zero. The 
boundaries at the side of the domain are treated as slip walls. In 
the slip wall boundary condition, the velocity component normal 
to the wall is zero. In addition, the gradients of temperature and 
the other velocity components in the normal direction to the wall 
are also set to be zero. Along the axis of symmetry, a symmetric 
boundary condition is applied. In the Symmetric boundary condi- 
tion, the velocity component normal to the symmetry plane and 
the gradients of all the other properties normal to the plane are 
set to zero. Only a quarter of the domain is simulated as the flow 
is axisymmetric. 

A Cartesian mesh is used for the simulation. The immersed 
boundary method (IBM) was applied for the implementation of 
the solid boundary. In this work, the discrete forcing approach 
( Mittal and Iaccarino, 2005 ), which directly applies the presence 
of a solid body through boundary conditions ( Jasak et al., 2014 ), 
is used. The value of any parameter of a cell that crosses the im- 
mersed boundary is calculated by interpolating values between the 
immersed boundary and neighboring cells ( Fadlun et al., 20 0 0 ). 
The Stefan velocity is considered as a uniform velocity normal 

4 
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Table 1 
Conditions maintained for far-field velocity, particle diameter and particle 
temperature. Far-field temperature was kept at T ∞ = 1400 K. 

Condition Inlet velocity ( m / s ) Diameter ( mm ) T p ( K ) Re f 

1 0.5 1.0 400 4.88 
1200 2.66 
1600 2.10 

2 3.0 0.5 400 14.64 
1200 7.98 
1600 6.31 

3 3.0 1.0 400 29.29 
1200 15.98 
1600 13.74 

to the immersed boundary (Dirichlet boundary condition). For an 
outwardly directed Stefan flow, the temperature of the outflow is 
equal to the surface temperature of the particle. 

The pressure gradient is set to zero at the solid boundary (Neu- 
mann boundary conditions). Treatment of Neumann and Dirich- 
let boundary conditions in the immersed boundary method is ex- 
plained in Jayawickrama et al. (2019) . 

3.2. Simulation conditions and procedure 

For all the simulations in this work, the fluid (including the 
fluid of the Stefan flow) was assumed to be pure nitrogen. The in- 
let velocity, diameter of the particle and temperature range of the 
fluid and the sphere were selected based on pulverized combustion 
and gasification applications at atmospheric pressure. The velocity 
at the inlet varied between 0.5-3 m s −1 and the diameter of the 
particle is between 0.5-1.0 mm. The range of Stefan flow veloci- 
ties was selected based on results from Kreitzberg et al. (2016) and 
Umeki et al. (2012) for devolatilization and char conversion of 
biomass. The choice of bulk fluid temperature (1400 K) is based on 
the range of typical bulk fluid temperatures observed in pilot scale 
experiments of entrained-flow gasification ( Sepman et al., 2017 ). 
Fuel particles in entrained flow gasifiers are usually colder than 
the surrounding gas because of predominantly endothermic reac- 
tions and the lack of an oxygen rich atmosphere, except for the 
near burner zone. The particle temperature can, however, exceed 
the gas temperature by ca. 200 K in pulverized combustion, where 
oxygen is available for char combustion reactions ( Li et al., 2018 ). 
Therefore, we selected three different fuel particle temperatures 
( T p = 40 0, 120 0, and 160 0 K), each representing drying, char gasi- 
fication, and char oxidation stages, respectively. The particle tem- 
peratures and far-field conditions studied in this work are shown 
in Table 1 . 

We used the OpenFOAM environment foam-extend -4.0 
( Weller et al., 1998 ) for the simulations. The immersed boundary 
solver for incompressible, steady-state conditions was modified to 
account for non-isothermal, variable density and variable property 
conditions. The solver uses quadratic interpolation ( Jasak et al., 
2014 ) for the reconstruction of the solid phase boundary condi- 
tions into the closest fluid cells. 

The preliminary domain size and mesh resolution was se- 
lected based on previous studies ( Jayawickrama et al., 2019; Con- 
stant et al., 2017; Richter and Nikrityuk, 2012 ) for isothermal flow 
around a sphere. The inlet conditions and Stefan flow velocities 
are similar to the ones used for the isothermal simulations in 
our previous work ( Jayawickrama et al., 2019 ). Therefore, the do- 
main size is unchanged for the current non-isothermal simulations 
( 64 D × 32 D × 32 D ). There are, however, two main differences in 
the non-isothermal cases compared to the isothermal cases. 

The first difference is that a reduction (increase) of particle 
temperature increases (decreases) the Reynolds number (Re), re- 
sulting in a thinner (thicker) boundary layer for non-isothermal 

Table 2 
Distance from the centre of the particle in 
diameters ( D ) in the computational domain 
(See Fig. 1 ). 

(a) Mesh I 

i D −x,i D + x,i D y,i , D z,i �i /D 

1 16 48 16 0.32 
2 3 6 3 0.16 
3 2 5 2 0.08 
4 1.5 3 1.5 0.04 
5 1.2 2 1.2 0.02 
(b) Mesh II 
i D −x,i D + x,i D y,i , D z,i Delta i /D 
1 16 48 16 0.32 
2 6.5 12 6.5 0.16 
3 5.5 10 5.5 0.08 
4 4.5 6 4.5 0.04 
5 3.5 4 3.5 0.02 
(c) Mesh III 
i D −x,i D + x,i D y,i , D z,i �i /D 
1 16 48 16 0.16 
2 3 6 3 0.08 
3 2 5 2 0.04 
4 1.5 3 1.5 0.02 
5 1.2 2 1.2 0.01 

conditions. Mesh refinement tests therefore had to be carried out. 
The tests were carried out with the highest Reynolds number con- 
ditions (condition 3 of Table 1 with particle temperature 400K) and 
with the smallest possible boundary layer thickness (inward Stefan 
flow condition). Two mesh refinement levels were tested, as shown 
in Table 2 (Mesh I and Mesh III). 

The other difference between the isothermal and non- 
isothermal cases is due to the difference between the thermal 
( δth ) and the viscous boundary layer thickness ( δv is ). As the Prandtl 
number ( Pr ) is less than 1, the thermal boundary layer thickness is 
larger than the viscous boundary layer thickness ( δth > δv is ). There- 
fore, the size of the mesh refinement regions have to be examined. 
This was carried out for the lowest Reynolds number condition 
(condition 1 of Table 1 with particle temperature 1600K) with the 
largest possible boundary layer thickness (highest outward Stefan 
flow). Two refinement region sizes were tested, which is shown in 
Table 2 (Mesh I and Mesh II). Difference between Mesh I, II and 
III were very small in C D and Nu and the velocity and temperature 
fields around the boundary layer were also identical when com- 
paring all the meshes. Therefore, Mesh III was used for the simu- 
lations. 

Table 3 shows the selection of mesh refinement levels and size 
of refinement regions used for the simulations in this paper. The 
final mesh for all the conditions was Mesh III with the highest re- 
finement 0.01 D . 

3.3. Estimation of drag coefficient and Nusselt number 

The drag coefficient is a dimensionless quantity used to repre- 
sent forces acting on the surface of a body immersed in a fluid. For 
a spherical body with radius R, it can be calculated as: 

C D, f = 

−→ 
F P,x + 

−→ 
F v isc,x 

1 
2 ρ f U 2 ∞ (πR 2 ) 

, (20) 

where ρ f is the fluid density of film condition. The pressure and 
viscous forces are given as 

−→ 
F p = 

∮ 

S 
p p 

−→ 
n ds, (21) 

and 
−→ 
F v isc = −

∮ 

S 
μp (∇ −→ 

u + ∇ −→ 
u T ) −→ 

n ds, (22) 

5 
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Table 3 
Mesh refinement results and refinement domain size results as explained in section 3.2 . The drag 
( C D ) and Nusselt number ( Nu ) calculated at far-field conditions and Stefan Reynolds number ( Re s f ) 
calculated at particle surface condition. 

Re sf Mesh C D Error (% of mesh III or II) Nu ∞ Error (% of mesh III or II) 

-7.98 mesh I 3.01 10.12 5.40 0.15 
mesh III 3.36 - 5.39 - 

2.36 mesh I 10.52 0.25 2.16 2.44 
mesh II 10.55 2.11 - 
mesh III 10.94 2.16 - 

Fig. 2. Drag coefficient ( C D ) at film condition for the case where there is no Stefan 
flow. Lines: Correlations of Ellendt et al. Ellendt et al. (2018) at different particle 
temperatures (400 K,1200 K,1600 K), symbols: results from our numerical simula- 
tions. Green: isothermal. Cyan: T p = 400 K. Red: T p = 1200 K. Blue: T p = 1600 K. 

respectively. Here, the integration is over the surface S of the par- 
ticle. In the above, p p is the extrapolated pressure at the parti- 

cle surface. Only the components 
−→ 
F p and 

−→ 
F v isc in the direction of 

the mean flow are accounted for when calculating the drag coeffi- 
cient, since the other components are canceled due to symmetry. 
The Nusselt number is calculated based on the overall difference 
in enthalpy flux at the boundaries of the simulation domain. Here, 
the far-field based Nusselt number is calculated as follows: 

Nu ∞ = 
(ρ

−→ 
u c p T S) in + −→ 

u s f (ρc p T S) sph − ( 
∫ 
(ρ

−→ 
u c p T ) 

−→ 
n dS) out 

S sph (T p − T ∞ ) 
× 2 R 

λ∞ 
, 

(23) 

where subscripts in, out and sph refers to the conditions at the in- 
let boundary, the outlet boundary and the particle surface, respec- 
tively, and S is the surface area of the relevant boundary. 

3.4. Validation 

In order to validate the code, simulations were carried out to 
examine if the code reproduces known results both for the drag 
coefficient and the Nusselt number. 

For the validation of the code with respect to the drag coef- 
ficient, non-isothermal simulations without Stefan flow were car- 
ried out. The drag coefficients obtained from the simulations based 
on Eq. 20 were compared with the model suggested by Ellendt 
et al. Ellendt et al. (2018) (see Eq. 15 ). As shown in Fig. 2 , the nu- 
merical results show good agreement with the model of Ellendt 
et al. Please note that, when determining the model predictions, 
the Reynolds number is based on film conditions. 

We are interested in the Nusselt number at strongly non- 
isothermal conditions, i.e., where the temperature difference be- 
tween the particle surface and the far-field is high ( > 100 K). In 

Fig. 3. Normalized drag C D,s f /C D, 0 at film condition and Normalized Stefan flow ve- 
locity U s f /U ∞ . C D, 0 is the drag coefficient without Stefan flow. Simulation conditions: 
U ∞ = 3.0 m s −1 , T ∞ = 1400 K, and D = 1.0 mm. 

order to validate the code with respect to the Nusselt number, 
simulations were carried out with a strong temperature differ- 
ence, but without Stefan flow. The results were compared with 
the Ranz-Marshall model ( Eq. 2 ), which is applicable for strongly 
non-isothermal conditions (see section 2.1 ). Table 4 shows a good 
agreement between the numerical results and the model data. 

4. Results and Discussion 

4.1. The effect of Stefan flow on the drag coefficient under 
non-isothermal conditions 

By comparing the simulation results obtained at isothermal and 
non-isothermal conditions, it is possible to isolate the physical 
effects of the Stefan flow ( e.g. due to the change in boundary 
layer thickness) from thermal effects ( e.g. variation of thermophys- 
ical properties due to the change in temperature). Figure 3 shows 
the normalized drag coefficient ( C D,s f /C D, 0 ) against normalized Ste- 
fan flow velocity ( U s f /U ∞ ) for both isothermal and non-isothermal 
conditions (condition 3 of Table 1 ). 

The drag coefficient is normalized by the corresponding drag as 
obtained without a Stefan flow ( C D, 0 ). Here, C D, 0 and C D,s f are calcu- 
lated based on film condition (See Eq. 20 ). As can be seen from the 
figure, the temperature difference has a significant effect on the 
slope of the curve, especially for high temperature differences. The 
drag reduction by the Stefan flow is more significant when the par- 
ticle temperature is lower than the surrounding gas ( T p < T ∞ ) and 
vice versa. The same behavior can be observed (not shown here) 
for conditions 1 and 2 (see Table 1 ) as well. It means that apart 
from the physical effects of the Stefan flow, the thermal effect has 
to be considered to describe the change of C D for non-isothermal 
conditions. 
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Table 4 
Comparison of Nusselt numbers ( Nu ) and the drag coefficient ( C D ) without Stefan flow 
from simulations and the Ranz-Marshall model ( Eq. 2 )), respectively the model of El- 
lendt et al. ( Eq. 15 ). Far-field temperature ( T ∞ ) is 1400 K for all the cases. Conditions 
1-3 are listed in Table 1 , while conditions 4-5 are presented in the following: condition 
4: D = 1 . 0 mm and U ∞ = 5 . 94 m s −1 , Condition 5: D = 1 . 0 mm and U ∞ = 11 . 88 m s −1 

Condition T p Re f Nu Error C D, f Error 
K - Sim Model % Sim Model % 

1 400 4.88 3.16 3.32 4.8 5.90 6.48 8.95 
1200 2.66 2.84 2.89 1.7 11.39 11.53 1.22 
1600 2.10 2.74 2.78 1.4 13.67 14.38 4.98 

2 400 14.65 4.04 4.28 5.6 2.76 2.67 1.34 
1200 7.99 3.57 3.55 0.6 5.01 4.76 2.15 
1600 6.31 3.41 3.35 1.8 5.90 5.95 0.30 

3 400 29.29 5.16 5.23 1.3 1.74 1.68 0.92 
1200 15.98 4.34 4.20 3.3 3.09 2.92 1.55 
1600 12.63 4.06 3.91 3.8 3.60 3.64 0.24 

4 1600 25.0 4.95 4.69 5.5 
5 1600 50.0 6.22 5.80 7.2 

The thermal effects of the Stefan flow can be studied by inves- 
tigating Fig. 4 , which shows the variation of the velocity and tem- 
perature fields in the boundary layer. Without the Stefan flow (blue 
lines), the velocity gradient of the non-isothermal case ( T p < T ∞ ) 
is slightly larger than that of the isothermal case. Nevertheless, 
we can see from Fig. 2 that the drag coefficient for T p < T ∞ (non- 
isothermal case) is lower than for the isothermal case. This is be- 
cause the contribution from the change in thermophysical param- 
eters is more significant than the change in boundary layer thick- 
ness ( Eq. 20 ). To be more specific: one would expect the drag co- 
efficient to increase when the boundary layer gets thinner (higher 
velocity gradients), but this effect is more than compensated by 
the decrease in viscosity due to the lower temperature. In essence, 
the local Reynolds number is increased when the particle temper- 
ature becomes lower than the far-field temperature, and it is clear 
from Fig. 2 that the drag coefficient decrease with increasing Re f . 

In contrast, the same non-isothermal case shows a more pro- 
nounced expansion of the velocity boundary layer with an out- 
ward Stefan flow (red lines) than does the isothermal case. This 
pronounced change in the velocity is due to the expansion of the 
gas from the Stefan flow as it is heated. Since it is the velocity of 
the Stefan flow that is kept constant between different cases, the 
total mass flux due to the Stefan flow is much higher for the non- 
isothermal case (since the fluid density is more than three times 
higher at 400 K than at 1400 K). This means that as the initially 
cold gas emitted from the particle at 400 K is heated up, it acceler- 
ates and pushes the boundary layer outwards. In fact, the normal- 
ized temperature plot in Fig. 4 b shows the decrease in gas tem- 
perature near the particle surface with outward Stefan flow. As for 
the inward Stefan flow, both velocity and thermal boundary lay- 
ers showed exactly opposite trends from the outward Stefan flow, 
i.e. steeper velocity gradient and thinner thermal boundary layer. 
These observations imply the importance to consider the change 
in thermophysical parameters when modelling the drag coefficient 
under non-isothermal conditions. Therefore, the model developed 
in our previous paper ( Jayawickrama et al., 2019 ), which was based 
on isothermal simulations, needs to be extended to consider the 
effect of the variation of thermo-physical properties. 

Our previous study under isothermal conditions 
( Jayawickrama et al., 2019 ) showed that the drag coefficient 
changes due to a Stefan flow. This change is primarily caused by a 
modification of the viscous forces due to the change in boundary 
layer thickness. Following the idea in Jayawickrama et al. (2019) , 
the current study uses a simple model for the effect of a Stefan 
flow on the drag coefficient. It is related to the change in the 
volume of the boundary layer due to the Stefan flow, and is 

Fig. 4. (a) Normalized velocity in the mean flow direction ( U x /U ∞ ); (b) Normal- 
ized temperature ( T /T ∞ ). Both figures are drawn as functions of the normalized 
distance from the centre of the sphere ( y/R ) along the y -axis ( θ = 90 ◦). Simulation 
conditions: U ∞ = 3.0 m s −1 , T ∞ = 1400 K, and D = 1.0 mm. Solid lines: isothermal and 
Dashed lines: non-isothermal results ( T p = 400 K). 
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proposed as: 

C D,s f = C D, 0 ×C D,r , (24) 

when C D, 0 is the drag coefficient under non-isothermal conditions 
without a Stefan flow (see e.g. Eq. (15) ), and C D,r is a correction 
term that accounts for the effects of a Stefan flow, in addition to 
any thermal effects of this Stefan flow. This correction term takes 
into account two effects: one is due to the temperature difference 
between the particle surface and the far-field while the other is 
due to the variation of the temperature field due to the Stefan flow. 
Both effects can be accounted for by using a modified temperature 
( ̃  T ) based on the volumetric contribution of the Stefan flow ( V s f ) 
and its temperature ( T s f = T p ), and the volume of the boundary 

layer without Stefan flow ( V B ) and its temperature ( T f = T ∞ + T p 
2 ); 

˜ T = 
V B T f + V s f T p 
V B + V s f 

, (25) 

where 

V s f = 4 πR 2 U s f τ (26) 

is the added volume due to the Stefan flow,with the flow time- 
scale given as: 

τ = 
2(R + δ) 

U ∞ 
. (27) 

Furthermore, the volume of the boundary layer is given as: 

V B = 
4 
3 
π(R + δ) 3 − 4 

3 
πR 3 , (28) 

when 

δ = 
2 AR √ 
Re f 

, (29) 

is the classical boundary layer thickness, where 

Re f = 
ρ f U ∞ d 

μ f 
(30) 

and A is a model constant. By substituting V s f and V B in Eq. 25 with 
the corresponding expressions found in Eq. 26 and 28 we obtain: 

˜ T = 
T f + 

U s f 
U ∞ f ( Re f ) T s f 

1 + 
U s f 
U ∞ f ( Re f ) 

, (31) 

where 

f ( Re f ) = 3(1 + 
2 A √ 
Re f 

) 
1 

( 3 A √ 
Re f 

+ 6( A √ 
Re f 

) 2 + 4( A √ 
Re f 

) 3 ) 
. (32) 

Now, ˜ T will be used to calculate the drag coefficient without Stefan 
flow ( ̃  C D, 0 ) such that the non-isothermal model for C D,s f becomes: 

C D,s f = ˜ C D, 0 ×C D,r , (33) 

where ˜ C D is calculated from the modified Schiller-Naumann equa- 
tion ( Eq. 15 ) for non-isothermal conditions: 

˜ C D, 0 = 
24 
˜ Re 

(1 + 0 . 15 ˜ Re 
0 . 687 

) φ; φ = 0 . 273(1 − 0 . 883 
˜ Re )( 

ρ∞ 
ρp 

− 1) + 1 , 

(34) 

where ˜ Re is the Reynolds number calculated with properties at ˜ T . 
C D,r is calculated based on the model developed from isothermal 
simulations ( Jayawickrama et al., 2019 ) where: 

C D,r = 
V B 

V s f + V B 
= 

1 

1 + 
U s f 
U ∞ f ( Re f ) 

. (35) 

In the above, the tilde over C D is used to highlight that it is based 
on properties calculated at ˜ T . The constant A is calculated using 
non-linear least-squares regression to minimize the error between 
the model and the simulation results ( nlinfit in MATLAB). The final 
value of A is 2.93. 

Fig. 5 , which shows the drag coefficient as a function of the Ste- 
fan flow Reynolds number, compares the above model with simu- 
lation results. The model is an extension of the previous isothermal 
model presented in Jayawickrama et al. (2019) . This new model 
captures the effects of non-isothermal, uniform bulk flow and uni- 
form Stefan flow. Model data and simulation results are matching 
well and it has only one fitting parameter ( A ). The model has a 
good qualitative performance for both negative and positive Ste- 
fan flow conditions, and it is based on a physical interpretation of 
thermal effects due to property variations and the Stefan flow, and 
physical effects due to pressure, viscosity and Stefan flow. 

The (relative) root-mean-square error ( Eq. 36 ) with all the data 
in Fig. 5 was 9.6 % . The error was relatively high for T p = 400 
K ( Fig. 5 a), with the maximum value reaching 28 % . When only 
considering the data from the temperature difference of 200 K 
( Fig. 5 b-c), the maximum relative error of the model was 6 % 
and the root-mean-square error was 4.6 % . Root-mean-square error 
( RMSE C d ) is calculated as follows: 

RMSE C d = 100 ×

√ 

[�( C d,model −C d,simulations 
C d,simulations ) 2 ] 

n 
, (36) 

where C d ,mod el is the value predicted by the model Eq. 33 - (35) and 
C d,simulations is the value calculated from the simulations and n is 
the number of simulations considered. 

The models are tested and validated for the particle Reynolds 
number range of 2 � Re f � 30 , Stefan Reynolds number range 
of −8 � Re s f,p � 25 , and temperature range of 400 K � T p � 1600 K
with uniform Stefan flow. The developed model should be appli- 
cable for the valid temperature ranges of the modified Schiller- 
Naumann model ( Eq. 34 ). However, one should be careful when 
extrapolating the applicability beyond the range of validation con- 
ditions. For example, the model might not be valid at higher par- 
ticle Reynolds number due to flow separation or the change in 
the relative magnitude between the pressure force and the viscous 
force. 

4.2. Nusselt number with Stefan flow 

Murphy & Shaddix Murphy and Shaddix (2003) has developed 
a theoretical model that accounts for the effect of a Stefan flow 
when calculating the Nusselt number of a sphere immersed in a 
quiescent fluid (See Eq. 11 ). In their model, the Nusselt number is 
calculated as Nu M = Nu 0 f corr , where Nu 0 = 2 is the Nusselt num- 
ber of a spherical particle with no Stefan flow in a quiescent fluid 
and f corr is a correction term that accounts for the effect of the 
Stefan flow. One way to apply this model directly for the cases 
with convective flows is to replace the Nusselt number, Nu 0 , with 
the one with a convective flow, as given by e.g. the Ranz-Marshall 
model. However, the prediction with this approach does not de- 
scribe the simulation results. The same observation was discussed 
by Kestel Kestel (2016) , who proceeded to develop an empirical 
model with several fitting parameters Eqs. 12 - (13) . 

As discussed in the previous section, the temperature in the 
boundary layer changes due to the Stefan flow, especially when the 
temperature differences are significant. This change should be re- 
flected in the characteristic temperature when calculating the Nus- 
selt number. In this work, we apply a multiplication law to de- 
scribe the effect of a Stefan flow (by Eq. 11 ) and the effect of a 
convective flow ( Eq. 2 ), but considering the change in character- 
istic temperature. This approach in practice calculates the Nusselt 
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Fig. 5. Comparison of the drag coefficient from the model, i.e. Eqs. 31 - 35 , (lines) and the simulations based on ˜ T (symbols). Particle temperature ( T p ) is (a) 400 K (b) 1200 
K or (c) 1600 K. Condition 1: U ∞ = 0.5 m s −1 and D = 1.0 mm. Condition 2: U ∞ = 3.0 m s −1 and D = 0.5 mm. Condition 3: U ∞ = 3.0 m s −1 and D = 1.0 mm. 

number based on the thermophysical properties using the volume 
averaged temperature derived earlier ( Eq. 31 ). The model for the 
Nusselt number needs to be applicable for convective flows around 
a sphere with high temperature differences. Here, we have used a 
Ranz-Marshall type model by parameter fitting the original Ranz- 
Marshall model with simulation data without Stefan flow, to ob- 
tain: 

˜ Nu = 2 + 0 . 570 ˜ Re 
0 . 537 ˜ Pr 

1 / 3 
, (37) 

where Re and Pr were calculated based on the volume averaged 
temperature, ˜ T , as given in Eq. 31 . Now we can replace the Nus- 
selt number without Stefan flow ( Nu ) in Murphy & Shaddix model 
( Eq. 11 ) with the model presented in Eq. 37 , such that the final 
model for Nu, accounting for non-isothermal effects and Stefan 
flow reads as: 

Nu s f, f = ˜ Nu 
q 

e q − 1 
, (38) 

where q = 
Pr f Re s f,p 

˜ Nu 
and Nu s f, f calculated based on film condition 

for the thermal conductivity ( λ f ). The Stefan flow Reynolds num- 
ber ( Re s f ) is calculated based on particle surface condition while 
the Prandtl number ( Pr ) is calculated based on film condition. 

It is clear that the volume averaged temperature must lie be- 
tween the particle temperature ( T p ) and the far-field temperature 

( T ∞ ). From the definition of the volume averaged temperature, as 
given by Eq. 25 (respectively Eq. 31 ), it can be shown that this is 
not the case when V s f /V B < −0 . 5 . (This corresponds to a situation 
where there is a very strong inward Stefan flow.) This means that 
the expression given by Eq. 25 can not be used to define the vol- 
ume averaged temperature for such a condition. Therefore, the vol- 
ume averaged temperature is assumed to be equal to the far-field 
temperature when V s f /V B < −0 . 5 . This means that, 

˜ T = 

{ 
T f + 

U s f 
U ∞ f ( Re f ) T s f 

1+ U s f U ∞ f ( Re f ) 
( Eq . 31 ) for V s f /V B � −0 . 5 , (39) 

T ∞ for V s f /V B < −0 . 5 , (40) 

where f (Re f ) is calculated from Eq. 32 and A = 0 . 4 . 
To validate the model, the Nusselt number was calculated from 

the simulation with the conditions 1, 2, and 3 (see Table 1 ) includ- 
ing one negative Stefan flow case with V s f /V B < −0 . 5 . Fig. 6 depicts 
the comparison between simulation results (symbols) and the pre- 
dictions obtained with the model presented in Eq. (38) (lines). 

The (relative) root-mean-square error ( Eq. 36 after replacing the 
term C d with Nu) with all the data in Fig. 6 was 12.6 % . The er- 
ror was relatively high for T p = 400 K ( Fig. 6 a), with the maximum 
value reaching 73 % . When only considering the data from the tem- 
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Fig. 6. The Nusselt number comparison between the model ( Eq. 38 -lines) and simulation (symbols) data with Stefan flow. Particle temperature ( T p ) is (a) 400 K (b) 1200 K 
or (c) 1600 K. Condition 1: U ∞ = 0.5 m s −1 and D = 1.0 mm. Condition 2: U ∞ = 3.0 m s −1 and D = 0.5 mm. Condition 3: U ∞ = 3.0 m s −1 and D = 1.0 mm. 

perature difference of 200 K ( Fig. 6 b-c), the maximum relative er- 
ror of the model was 9 % and the root-mean-square error was 3.8 % . 

The model is developed for calculating the Nusselt number for 
a spherical particle with uniform Stefan flow, immersed in a uni- 
form convective flow. It was validated for the Reynolds number 
( Re f ) 2 � Re f � 30 , Stefan Reynolds number ( Re s f,p ) −8 � Re s f,p � 
25 and temperature range 400 K-1600 K for nitrogen gas atmo- 
sphere. The parameters for the Nusselt number without Stefan flow 
( Eq. 37 ) were estimated by fitting the simulation data presented in 
this study. Different sets of parameters might be applicable for dif- 
ferent Reynolds number and temperature ranges. 

The model for the drag coefficient and the Nusselt number were 
both developed by assuming that the change in temperature in- 
side the boundary-layer occurs due to variations in Stefan flow 
velocity, Stefan flow temperature and far-field temperature alone. 
This would not be the case when there are other phenomena that 
affect the boundary-layer temperature, such as e.g., homogeneous 
reactions. The model is based on the assumption that the pres- 

sure force and the viscous force are of the same order of magni- 
tude and that only the viscous force is affected by the Stefan flow 
(see Jayawickrama et al. (2019) ). This might not be true for higher 
Reynolds numbers. 

5. Conclusions 

The effect of a Stefan flow on the drag coefficient and Nusselt 
number was studied for a uniform flow around a spherical particle. 
The effect was investigated at non-isothermal conditions using re- 
solved numerical simulations. Particle diameter, slip velocity, parti- 
cle temperature, and Stefan flow velocity from/to the particle have 
been varied during the simulations. The range of Stefan Reynolds 
number of −8 � Re s f,p � 25 , Reynolds number of 2 � Re f � 30 and 
particle temperatures ( T p ) of 400 K, 1200 K and 1600 K were con- 
sidered in the simulations. The far-field temperature ( T ∞ ) was kept 
constant at 1400 K. 
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The sensitivity of the drag coefficients on the Stefan flow was 
significantly different between isothermal and non-isothermal con- 
ditions. The effect of variation in thermophysical properties, espe- 
cially at high temperature differences (between particle and far- 
field), is emphasized. This difference makes isothermal models less 
accurate for estimation of the drag coefficient. 

Our previous model, developed for the drag coefficient with 
Stefan flow at isothermal conditions, therefore was modified for 
non-isothermal conditions. The refined model (presented in Eq. 33 ) 
introduced the volume averaged film temperature ( ̃  T ) to describe 
the change of thermophysical parameters in the boundary layer 
by a Stefan flow under non-isothermal conditions. The model is 
based on the physical interpretations and shows a good agreement 
with the simulation data. It kept the number of fitting parameter 
to one, which represents the relationship between the boundary 
layer thickness and the particle Reynolds number. 

Similarly, a new model (see Eq. (38) ) that describes the effect 
of a Stefan flow on the Nusselt number was developed by using 
the volume averaged temperature ( ̃  T ) in combination with models 
that describe convective flow effects and Stefan flow effects on the 
Nusselt number. The model agrees well with the simulation data 
with a single fitting parameter, which represents the relationship 
between boundary layer thickness and particle Reynolds number. 
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Appendix A. Gas properties 

Variation of thermal and physical properties of nitrogen ( N 2 ) 
with temperature were calculated as follows. Specific heat capac- 
ity( c p ) is calculated by NASA polynomials: 

c p = R c p (a 0 + a 1 T + a 2 T 
2 + a 3 T 

3 + a 4 T 
4 + a 5 /T + a 6 /T 

2 ) , (A.1) 

Table A.5 
Coefficients for calculation of heat capacity ( c p ) of gas. 

Coefficient T < 10 0 0 K T > 10 0 0 K 

a 0 3.29868 2.92664 
a 1 0.00140824 0.00148798 
a 2 -3.96322 ×10 −6 -5.68476 ×10 −7 
a 3 5.64152 ×10 −9 1.0097 ×10 −10 
a 4 -2.44486 ×10 −12 -6.75335 ×10 −15 
a 5 -1020 -922.798 
a 6 3.95037 5.98053 

where a 0 , a 1 , a 2 , a 3 , a 4 , a 5 , a 6 are one set of constants for 
T > 10 0 0 K and another set of constants for T < 10 0 0 K. R c p 
( = 296.8048) is a constant ( Table A.5 ). 

Dynamic viscosity( μ) is calculated from Sutherland formula 
( Sutherland, 1893 ): 

μ = 1 . 67212 × 10 −6 √ 
T / (1 + 170 . 672 /T ) , (A.2) 

where μ is in Pa.s and T is in K. Density ( ρ) is calculated from 
state equation with constant pressure; 

ρ = pM/RT , (A.3) 

where M is the molecular weight (28.01 g/mol), p atmospheric 
pressure (101325 Pa) is and R is the gas constant. Thermal con- 
ductivity ( λ) is calculated from following model: 

λ = 4 . 8 × 10 −4 T 0 . 717 , (A.4) 

where λ is in W/(K.m) and T is in K. 
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Abstract

The aim of the work was to study the effects of neighboring particles with
uniform Stefan flow in particle-fluid flows. Particle-resolved numerical simu-
lations were carried out for particles emitting a uniform Stefan flow into the
bulk fluid. The bulk fluid was uniform and isothermal. The Stefan flow vol-
ume emitted from the two particles is equal, such that it represents idealized
conditions of reacting particles. Particles were located in tandem arrange-
ment and particle distances were varied between 1.1 and 10 particle diameters
(1.1 ≤ L/D ≤ 10). Three particle Reynolds numbers were considered during
the simulations (Re = 2.3, 7 and 14) which is similar to our previous stud-
ies. Three Stefan flow velocities were also considered during simulations to
represent inward, outward and no Stefan flow. The drag coefficient of the
particles without Stefan flow showed that the results fit with the previous
studies on neighbor particle effects. When the particle distance is greater
than 2.5 diameters(L/D > 2.5), Stefan flow and neighboring particle effects
affect independently, i.e. outward Stefan flow decreases the drag coefficient
(CD) while inward Stefan flow increases it and upstream particle has a higher
CD than the downstream particle. When L/D ≤ 2.5, effect of Stefan flow
is dominant and, equal and opposite pressure forces acting on the particles
which repels each other. Pressure force showed a large increase compared to
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the viscous force at these distances. The effect of Stefan flow is weakened at
higher Reynolds numbers.

Keywords: Drag coefficient, Stefan flow, Neighboring particles, Boundary
layer, multiphase reactive flow

1. Introduction

For an isolated particle in a highly dilute flow, accurate expressions for
heat, mass and momentum transfer between particle and fluid is well known.
This is not, however, the case for particle neighbors, which indirectly in-
fluence each other over distance of several particle diameters through their
exchange of heat, mass and momentum with the fluid. As a result, the heat,
mass and momentum transfer between the fluid and a given particle, may
be significantly modified due to the presence of another particle in its vicin-
ity. Understanding the physics behind these effects is therefore important
for applications such as droplet evaporation, particle drying and pulverized
fuel combustion/gasification.

Droplet evaporation and combustion are complex phenomena involving
various interactions such as reaction/phase change, changes to thermophysi-
cal properties, droplet break-up and collisions, particle-fluid interactions and
many more. A lot of scientific effort based on numerical simulations in droplet
evaporation and combustion has exerted more towards creating more realistic
conditions, especially chemical reactions in arrays of particles [1, 2, 3, 4, 5].
Work related to droplet evaporation is not discussed here and recent de-
velopments can be found in [2, 6]. There are some work also on coal/char
combustion simulations with multiple neighboring particles (See for exam-
ple [7]). Sayadi et al. [7] have investigated the effects of the position of a
particle in an array on the char combustion behavior. They have found that
particles facing the incoming flow has the highest burning rate, and that the
burning rate drops in consecutive particle rows. This effect is stronger when
the distance between rows is less than three particle diameters. However,
these studies do not provide the fundamental information that is necessary
to explain the phenomena causing these effects.

Interactions among particles play a crucial role in non-diluted particle-
fluid flows. Particle flows can be categorized into isolated particles, parti-
cle arrays, particle streams and particle clouds [8]. In case of very dilute
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particle concentrations, a particle can be considered as isolated. Interac-
tions between a bulk fluid and an isolated particle immersed in it are well
studied. However, it is clear that individual particles cannot be approxi-
mated as isolated in many practical applications, such as e.g. packed and
fluidized beds. Furthermore, it is also true that even in significantly more
dilute flows, as can be found for example in entrained flow gasifiers or pul-
verized burners, where particle volume fractions are very low (10−2 − 10−4)
and particle separation distances are high (L/D ≈ 10) [9, 10], the isolated
particle approximation fails. Particle interactions can be categorized in two
categories, where particle-particle interactions are direct collisions between
particles, while particle-fluid-particle interactions are interactions where the
fluid transmit the effect of one particle to another particle (such as the effect
of the boundary layer of one particle on a neighboring particle’s boundary
layer). Particle-fluid-particle interactions are important in arrays, clouds and
streams of particles. Lots of work has been done related to particle interac-
tions in structured arrays and particle clouds. However, most of those works
are on non-reactive particles (i.e. without Stefan flows).

There are also many instances of reacting particles that create a Stefan
flow on the particle surface, where the Stefan flow may be due to either het-
erogeneous reactions or phase change. The flow characteristics (local pressure
and velocity, etc.) and interactions (momentum, heat and mass transfer) in
particle-fluid flows can vary when a Stefan flow is present. The effect of a
Stefan flow on an isolated particle has been studied by many researchers in
the past and is summarized in recent work by Jayawickrama et al. [11, 12]
and Chen et al. [13]. According to the literature, a Stefan flow has a strong
effect on the drag coefficient and the heat transfer coefficient through its
influence on the thickness of the boundary layer.

There are few studies dedicated to the effects of a Stefan flow on the
boundary layer at closely spaced particles in a particle-fluid flow [13, 14, 15].
Chen et al. [13] studied the effect of a Stefan flow on the flow past a random
array of spheres. They observed that the effect of a Stefan flow is weakened
with increased solid volume fraction. This happens due to suppression of
the boundary layer thickening created by an outward Stefan flow compared
to an isolated particle.Du et al. [14] have studied the effect of Stefan flow
on the drag force of a single reactive particle surrounded by inert particles.
In addition to the observations of of Chen et al. [13], Du et al. [14] have
observed that the reduction of the drag force decreases as Re increases and
variation of Re has negligible effects on the reacting particle drag coefficient
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(CD) at the solid volume fraction above 0.5. Here, Re is particle Reynolds
number calculated as follows:

Re =
ρUD

µ
, (1)

where ρ is fluid density, U is slip velocity between a particle and bulk fluid,
D is particle diameter and µ is fluid viscosity. ReSf can be calculated by
replacing U with Stefan flow velocity, USf in Eq. 1. Further, Du et al. [14]
have also developed a model to calculate the drag coefficient for a reacting
particle surrounded by a sea of inert particles. Wang et al. [15] have studied
the effect of a Stefan flow on two particles with the Stefan flow in different
particle separation and relative orientation between two particles in super-
critical water. They have studied 10 ≤Re≤ 200, with the distance between
two particles in the range of high particle concentrations (1 ≤ L/D ≤ 3) and
0 ≤ReSf≤ 3. They observed that the Stefan flow reduces Nu and CD. Chen,
Du and Wang all have studied quite high solid volume fractions (0.03-0.5),
applicable for fluidized-bed conditions. Furthermore, the Reynolds number
range studied by Wang et al. [15] was much greater (Re> 10) than the values
observed in conditions relevant for combustion and gasification of pulverized
solid fuels [16, 17, 18].

All the studies on effects of neighboring particles with Stefan flow (reac-
tive flows) have investigated flows at high particle concentrations that are
relevant to fluidized-bed applications (L/D ≤ 3). Investigations at interme-
diate and low volume fractions are important for other applications such as
pulverized fuel combustion/gasification. Llamas et al. [10] have shown that
for pulverized biomass gasification, individual particles are likely to interact
with only one or a few particles in vicinity [10]. Therefore, it is important
to understand how an isolated pair of reacting particles behave compared to
random arrays of reacting particles. As an example, entrained flow biomass
gasification (EFBG) has low particle Re (0 < Re ≤ 14) and similar magni-
tudes of ReSf . The detailed effects in such conditions have not been studied
earlier (most studies like Du et al. [14] have studied higher ranges of Reynolds
number, i.e. Re > 10 and Re >> ReSf). Further, none of the studies on ef-
fects of Stefan flow with neighboring particles have investigated the details
of pressure and viscous forces, and their contribution to the drag coefficient,
which is a prerequisite in order to develop a physics based model describing
the effects of Stefan flow and neighboring particles.

Different arrangements of two close particles can be considered as building

4
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blocks for arrays with more particles. There are various theoretical, numer-
ical, and experimental studies on the influence of particles located close to
each other in different arrangements, like side by side, inline (tandem) and
staggered. The main research findings on tandem arrangement can be sum-
marized as follows [19, 20, 21]:

(i) the effect of neighboring particles is weakened at high particle Reynolds
number (hereafter, simply referred as Reynolds number),

(ii) the effect of neighboring particles is less on the upstream particle com-
pared to the downstream particle,

(iii) the sum of drag on both particles is less than twice the drag of an
isolated particle,

(iv) the upstream particle drag is always higher than the drag on the down-
stream particle .

This work aims at studying the effect of Stefan flow on closely spaced
particles in a uniform flow at low Reynolds number that is relevant for ap-
plications such as pulverized combustion/gasification. The main idea is to
isolate the effect of the Stefan flow and the particle separation and, through
this, to develop a deep understanding of the variation of the drag coefficient
on each particle. The contribution of each force component on the drag co-
efficient will be studied to obtain the knowledge required to develop physics
based models. This work would then be a starting point for developing such
models in the future. To achieve this, two particles inline with each other
are considered for different particle Reynolds numbers (Re), Stefan Reynolds
numbers (Reynolds number calculated based on Stefan flow velocity (ReSf))
and particle separation (L/D). Particle separations are varied from very close
(L/D=1.1) to intermediate (L/D=10), which will be applicable for both dense
and intermediate solid volume fractions.

2. Methodology

Numerical simulations were carried out for a flow around two static, spher-
ical particles with constant size in a tandem arrangement (one behind the
other as shown in Fig. 1). The incoming gas flow is uniform and isother-
mal. A uniform Stefan flow is given as a boundary condition at each particle
surface. Different cases were simulated by varying the Reynolds number
Re = ρU∞D/µ, the Stefan Reynolds number ReSf = ρUSfD/µ and distance

5
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between the two spherical particles (L/D). In these expressions, ρ is the fluid
density, U∞ is the fluid velocity at the inlet boundary of the domain (here-
after referred to as slip velocity), D is the particle diameter, µ is the dynamic
viscosity of the fluid, USf is the Stefan flow velocity and L is the center-to-
center distance between the particles. The Reynolds number is within the
limit of steady, axi-symmetric flow (Re < 210) [22] and the Mach number
of the flow is well below 0.1. Therefore, the fluid is governed by the steady,
incompressible, laminar flow equations, where mass conservation yields the
continuity equation as:

∇ · −→u = 0, (2)

and momentum conservation results in,

(ρ−→u · ∇)−→u = −∇p+ µ∇2−→u , (3)

where −→u is the velocity vector, p is pressure, µ is dynamic viscosity and ρ
is fluid density. Equations (2) and (3) are discretized with the finite volume
method using second-order schemes. Readers are referred to our previous
work for specification of boundary conditions, calculation of Stefan flow ve-
locity and the immersed boundary method [11]. The only difference is that,
there are now two solid particles in tandem instead of one.

Table 1: Parameter variation in the simulations.

Slip velocity
U∞ (m/s)

Particle
diameter D
(mm)

Particle separation L/D Reynolds
number Re

0.5 1.0 1.1, 1.5, 2.5, 5.0, 7.5, 10.0 2.3
3.0 0.5 1.1, 1.5, 2.5, 5.0, 7.5, 10.0 7
3.0 1 1.1, 1.5, 2.5, 5.0, 7.5, 10.0 14

2.1. Simulation conditions

The slip velocity (relative velocity between a particle and the bulk fluid),
particle diameter and Stefan flow velocities for the simulations were selected
based on pulverized combustion and entrained flow gasification conditions at
atmospheric pressure[23, 18]. Details of velocity, diameter and distance be-
tween particles are shown in Table 1. The Stefan flow velocity was estimated

6
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Figure 1: Computational domain for the simulations, with D denoting the particle diam-
eter, and ∆i, i = 1 to 5 representing the coarsest to finest mesh. D−x,i is the distance
from the centre of the first sphere to the inlet and D+x,i is the distance from the centre
of the second sphere to the outlet (See Table 2). Dy,i is the distance from the symmetry
line to the boundary in the lateral direction.

7

5663578_Inlaga.indd   955663578_Inlaga.indd   95 2022-11-21   10:092022-11-21   10:09



Table 2: The sizes and resolutions of the refinement regions in the computational domain
(See Fig. 1).

i D−x,i D+x,i Dy,i, Dz,i ∆i/D
1 16 48 32 0.32
2 3 6 3 0.16
3 2 5 2 0.08
4 1.5 3 1.5 0.04
5 1.2 2 1.2 0.02

based on data from devolatilization and char conversion of biomass [24, 23].
Three values of the Stefan flow velocity were considered, namely USf = −0.2
m/s (inward Stefan flow), 0 m/s (no Stefan flow) and 0.6 m/s (outward Ste-
fan flow). The Reynolds numbers are 2.3, 7 and 14. Since the Reynolds
number is less than 20 in this study, the flow is steady and axisymmetric
[22]. Therefore, only a quarter of the domain was simulated while symmetric
boundary conditions were used at the boundaries with the other three parts.

We used the OpenFoam environment, called foam-extend-4.0 [25]. The
numerical simulations were carried out using the same solver as in [11]; the
incompressible, steady-state, immersed boundary code.

Based on the domain size and mesh refinement tests (see supplementary
material), simulations presented in this work used domain 3 as defined in
Table A.3, mesh refinement of the smallest mesh close to the particle of
0.02D (Level 5 in Fig. 1) and the mesh refinement region sizes as shown
in Table 2. Figure 1 shows the details of the domain and mesh refinement
regions used for all the simulations. A validation of the code used for the
numerical simulations can be found in [11].

2.2. Estimation of the drag coefficient

The drag coefficient is calculated as [11]:

CD =
FP,x + Fvisc,x

1
2
ρU2

∞(πR2)
, (4)

where the pressure and viscous forces are given as

−→
F P =

∮

S

(Psur − Pref )
−→n ds, (5)

8
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and −→
F visc = −

∮

S

µ(∇−→u +∇−→u t)−→n ds, (6)

respectively. Here, the integration is over the surface S of the particle. In the
above, Psur and Pref are the interpolated pressure at the particle surface and
in the far-field, respectively, and −→n is the unit vector in the surface-normal

direction. Only the components
−→
F P and

−→
F visc in the direction of the mean

flow were accounted for when calculating the drag coefficient, since the other
components are canceled out due to symmetry.

9
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3. Results and Discussion

In this work, we have made a parameter study on the effect of two closely
spaced particles on the surrounding fluid flow. The parameters are: 1) Stefan
flow velocity (including direction), 2) Reynolds number, and 3) inter-particle
distance. First, the effect on the boundary layer is shown through the velocity
and pressure fields. Streamlines of the gas velocity are also studied around
the two particles. Then, the total pressure and viscous forces on the two
particles are investigated to clarify the contribution of each component on
the total drag. Pressure and viscous forces are also presented at different
positions around the particles to see how the effect of the Stefan flow vary
with particle separation at different angular positions.

3.1. Variations on the pressure and velocity fields

3.1.1. Without Stefan flow

Figure 2 shows the relative pressure field around two neighboring particles
with different separation for the case without a Stefan flow. The distance
between the two particles is represented by the ratio of particle distance
to particle diameter (hereafter, L/D ratio). Both upstream anddownstream
particles show regions with positive relative pressure in front of the particle
and regions with negative relative pressure behind the particle. The effects
of the upstream particle is visible on the downstream particle for all the
L/D ratios considered in this work. The positive pressure region of the
downstream particle shrink as the L/D ratio is lowered, while the negative
pressure region display almost no difference. When L/D < 2.5, the pressure
field around the downstream particle has just a very small area with positive
pressure. Effects of the downstream particle on the upstream particle is visible
for L/D < 7.5. Here, the positive pressure region is hardly affected while the
negative pressure region behind the particle is reduced for decreasing particle
separation.

Figure 3 shows the velocity contours in the mean flow direction around
the particles without Stefan flow. Judging from the outer contour line for
0.8 U∞, the width of the velocity boundary layer reaches a maximum some-
where after the downstream particle. This maximum boundary layer width
is slightly smaller for the low L/D ratio. As the L/D ratio decreases, the
boundary layers of the two particles start merging. At L/D ≤ 1.5, the veloc-
ity boundary layer from the two particles merge and resemble the boundary

10

5663578_Inlaga.indd   985663578_Inlaga.indd   98 2022-11-21   10:092022-11-21   10:09



-

3D

2D

1D

0D

0.5 (m2/s2)

-0.5

L/D=1.1

L/D=1.5

L/D=2.5

L/D=5.0

L/D=7.5

L/D=10.0

0D 5D 10D 15D-5D

L/D=10.0

0

Figure 2: Pressure contours around particles with no Stefan flow and Re = 2.3. Pressure
is shown as the difference from the reference pressure at the domain outlet. The colormap
is adjusted to display positive pressure in green-to-red ranges and negative pressure in
green-to-blue ranges.
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Figure 3: Velocity contours in the mean flow direction around the particles when there is
no Stefan flow around the particle at Re = 2.3. Here contours start from 0U∞, contour
intervals are in 0.2U∞ and far-field velocity is 1U∞.

layer around one particle. There is no flow, or negligible fluid flow, between
the particles.

3.1.2. With outward Stefan flow

Figure 4 compares the contour plots of velocity (in the mean flow di-
rection) with and without outward Stefan flow. A clear difference is shown
between the cases with and without a Stefan flow. There is a shared bound-
ary layer between the two particles in all cases with an outward Stefan flow
considered in this work. An outward Stefan flow makes the size of this bound-
ary layer significantly larger. This could potentially lower the drag force on
the particles compared to the drag previously found for an isolated particle
[11].

The outward Stefan flow acts as a shield against the bulk flow and makes
the velocity profiles around the two particles independent from each other.
Streamlines shown in Fig. 5 clearly depict this shielding effect of the Stefan
flow around the two particles. It shows the stagnation point between the
two particles, which coincide with the point where the velocity magnitude is
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Figure 4: Velocity contours in the mean flow direction around the particles with Re = 2.3.
The top half of each panel shows the cases without Stefan flow while the bottom half is
cases with outward Stefan flow (USf = 0.62 m/s corresponding to ReSf = 2.9). Here
contours start from 0U∞, contour intervals are in 0.2U∞ and far-field velocity is 1U∞.
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zero, as also shown in Fig. 4. These observations suggest that the effect of
neighbouring particles on the viscous force may become less important with
the presence of an outward Stefan flow.

3.1.3. With inward Stefan flow

Figures 6 and 7 compares velocity contours (in the mean flow direction)
and streamlines for cases with inward Stefan flow and without Stefan flow.
Contrary to the case with outward Stefan flow, an inward Stefan flow makes
the size of the boundary layer significantly smaller, both in width and length.
This results in a steeper velocity gradient, potentially yielding a larger viscous
force and thereby also a larger drag.

No obvious shielding effect between the two particles was observed with
an inward Stefan flow. Inward Stefan flows have much smaller effects on the
streamlines outside the particles. With inward Stefan flow, the zero velocity
zone surrounding the particle surface disappeared. Nevertheless, mergers of
the boundary layers of two particles were avoided with inward Stefan flow
at low L/D ratios (See Fig. 6, L/D = 1.5). These observations imply the
presence of an additional effect of Stefan flow with small particle distances
(i.e. L/D < 1.5).

For inward Stefan flow, there is a separating streamline; flow inside this
separating streamline ends up at the particle surface while flow outside will
pass the two particles. Due to symmetry, the vertical distance y∞ of this
separating streamline follows as y∞ = (2USf/U∞)1/2D.

3.2. Drag coefficient

Figure 8 shows the effect of the L/D ratio on the relative drag coefficient,
normalized with the value of an isolated particle without Stefan flow. Here,
the normalization coefficient corresponding to the drag coefficient of an iso-
lated particle without Stefan flow is found from our previous work [11]. It
can also calculated from Haider and Levenspiel model [26]:

Cd =
24

Re
(1 + 0.1806Re0.6459) + 0.4251(1 +

6880.95

Re
)
−1

. (7)

The data is shown for various Reynolds numbers and Stefan Reynolds num-
bers . The drag coefficient of two neighboring particles with a Stefan flow is
clearly different from the drag coefficient of an isolated particle with a Stefan
flow alone (mimics a reacting isolated particle) and the drag coefficient of
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Figure 5: Streamlines surrounding the particles at Re = 2.3. The top half of each panel
corresponds to the case without Stefan flow while the bottom half represent the case with
outward Stefan flow (USf = 0.62 m/s corresponding to ReSf = 2.9).
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Figure 6: Velocity contours in the mean flow direction around the particles at Re = 2.3.
Top half of each figure is velocity in the case without Stefan flow and the bottom half is
the case with inward Stefan flow (ReSf = −0.96). Here contours start from 0U∞, contour
intervals are in 0.2U∞ and far-field velocity is 1U∞.
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Figure 7: Streamlines surrounding the particles at Re = 2.3. Top half of each figure
is the case without Stefan flow and the bottom half is the case with inward Stefan flow
(ReSf = −0.96). Streamlines are uniform in the incoming flow but due to inward Stefan
flow condition where volume flow rate interior to the particle depends on R2, downstream
particle reaches less number of streamlines.
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two neighboring particles without a Stefan flow (mimics a non-reacting par-
ticle surrounded by other particles). Downstream particles have lower drag
coefficient than isolated particles even at the largest particle distance inves-
tigated in this study (i.e., L/D = 10). The drag of downstream particles is
affected more significantly by upstream particles at higher Reynolds number.
The drag coefficient of upstream particles starts dropping when the parti-
cle distance is below L/D ≤ 5 although this limit depends on the Reynolds
number.

These results also agree with other studies [20, 21], i.e., when two parti-
cles are in tandem arrangement with another particle, both particles’ drag
coefficients are less than that of an isolated particle .

The effects of a Stefan flow can be seen by comparing the central figures
of Fig. 8 (b,e,h) with the figures to the left (inward Stefan flow) and the
right (outward Stefan flow). In general, for L/D ≥ 2.5, the results agree
with the previous studies [11, 2], that is; an outward (inward) Stefan flow
decrease (increase) the drag coefficient. Except for the cases with L/D <
2.5, the drag coefficients of both upstream and downstream particles showed
similar response to changes in the L/D ratios. As the L/D ratio increases,
the drag coefficients of upstream particles become asymptotic to those of
isolated particles with the same combinations of Re and ReSf . Although it is
slowly approaching the asymptotic values, the drag coefficient of downstream
particles do not reach that of isolated particles before L/D = 10. Stefan flow
and neighboring particles seem to affect the drag independently for L/D >
2.5.

When the two particles are very close (L/D < 2.5), an outward Stefan
flow increase the drag of downstream particle and reduce the drag of upstream
particle significantly. This makes the drag of a downstream particle exceed
that of an upstream particle. The point where this change happens depend
on the Reynolds number, and potentially on the Stefan flow velocity as well.
As shown in Fig. 8 (c,f,i), the effect is more significant at lower Reynolds
number. At Re = 2.3 and L/D = 1.1, the upstream particle experienced
negative drag, meaning that the net force on the particle is working against
the bulk flow direction. At the same time, the drag ratio of the downstream
particle exceeded one. This can be explained by the results discussed in
section 3.1 (Figs. 2 and 3). When L/D < 1.5, the two particle behaved
like a single particle and no flow from the bulk gas is observed between
the particles. Therefore, the Stefan flow effect alone come into play in the
volume between the two particles. The outward Stefan flow then results in
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Figure 8: Relative drag coefficient, normalized with the value of an isolated particle with-
out Stefan flow, as a function of the particle separation (L/D). (a-c) Re = 2.3; (d-f) Re =
7; (g-i) Re = 14. (a,d,g) USf = −0.2 m s−1; (b,e,h) USf = 0 m s−1; (c,f,i) USf = 0.6 m s−1.
The drag coefficient of an isolated particle without Stefan flow can be calculated using the

model of Haider and Levenspiel [26]: Cd = 24
Re (1+0.1806Re0.6459)+0.4251(1 + 6880.95

Re )
−1

.
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high pressure and large velocity gradient between two particles. As a result,
the two particles repulses each other. This effect act in the opposite direction
on the two particles, but with the same magnitude, as shown in Fig. 8.

The effect of inward Stefan flow show two distinct regimes based on the
L/D ratios, similar to what was observed for outward Stefan flow. At high
L/D ratios, the effects of Stefan flow and neighbouring particles were inde-
pendent from each other. At small particle distances (L/D < 1.5), an inward
Stefan flow increases the drag of the upstream particle and reduces that of
the downstream particle considerably. This transition is similar to the one
observed with outward Stefan flow, but the force is in the opposite direction,
i.e., the two particles are attracting each other.

In most cases shown in Fig. 8 (except for L/D < 1.5), the drag coefficient
of the upstream particle is always higher than that of the downstream parti-
cle and both upstream and downstream particle drag coefficients are positive
(drag is in the mean flow direction). Hence, the distance between two par-
ticles in tandem will decrease with time if the two particles can move freely.
Without a Stefan flow, it is expected that the two particles will eventually
collide and either form aggregates or bounce off each other. However, repul-
sive forces via an outward Stefan flow will become significant at low L/D
ratios. Especially at low Reynolds numbers (at least at Re≤ 14 ), this force
may overcome the inertia and particles may not come into physical contact.
On the other hand, inward Stefan flows enhance the differences between the
drag coefficients of the two particles and accelerate the attraction between
them.

The relative importance of inertia over the viscous force increases at
higher Reynolds number, resulting in thinner boundary layers. Similarly, the
expansion of the boundary layer by an outward Stefan flow becomes less sig-
nificant at higher particle Reynolds numbers. This difference can be observed
by the distance to the stagnation point, as visualized in Fig. 5. As shown in
Fig. 9, the stagnation distances significantly decrease as the Reynolds num-
ber increases. In addition, downstream particles exhibit longer stagnation
distances than upstream particles, and this effect is enhanced as the parti-
cles come closer. Since the stagnation distance of the downstream particle
cannot exceed the particle separation, high pressure and viscous forces are
generated when the particle separation approach the stagnation distances.
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Figure 9: Stagnation point distance from the center of upstream and downstream particle
for each Re and L/D with outward Stefan flow (USf = 0.6 m/s). Solid lines represent
upstream particles and dashed lines represent downstream particles.

3.3. Viscous and pressure forces

3.3.1. Overall forces

Figures 10 and 11 show total pressure force and viscous force on the
particles for the same conditions as in Fig. 8. Both total viscous and total
pressure forces have similar trends as those observed for the drag coefficients.
The forces are reduced as the particle distance decrease (except for L/D <
1.5). An outward Stefan flow lower the viscous force while an inward Stefan
flow increase the force. At L/D < 1.5, the effect of a Stefan flow on the
forces differs from L/D > 1.5. For example, downstream particle viscous
and pressure forces starts to increase at L/D < 1.5 with an outward Stefan
flow, instead of following the decreasing trend observed for L/D > 1.5 (Fig.
10 and 11 c,f,i). The same effect can be observed on the upstream particle
with an inward Stefan flow (Fig. 10 and 11 a,d,g).

Meanwhile, the relative changes of pressure and viscous force are quan-
titatively different from each other. Effects of neighbouring particles can be
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observed more profoundly on pressure forces, judging from larger differences
in the pressure forces between upstream and downstream particles. The effect
of Stefan flow at low particle distance (L/D = 1.1) is also more notable in
pressure force. With an outward Stefan flow, the normalized pressure force
of the downstream particle is as high as 4 and that of the upstream particle
is negative (≈ −3). The normalized viscous force at the same condition is
about 1.5 for the upstream particle and about -0.5 for the downstream par-
ticle. The effect is less significant at higher Reynolds number. Similarly, the
effect of an inward Stefan flow at L/D = 1.1 is more visible in the pressure
force than in the viscous force.

The effects of a Stefan flow for L/D > 1.5 is more profound on the viscous
force. Compared to the middle panels (Fig. 11 b,e,h), viscous force is shifted
upwards for the left panels (Fig. 11 a,d,g) and downward for the right panels
(Fig. 11 c,f,i). This means that an outward Stefan flow reduces viscous force
while an inward Stefan flow increases viscous force. This behaviour agrees
with previous studies [11]. The uniform Stefan flow velocity controls the
velocity field around the particle and shifts the boundary layer away from
the surface (See Fig.4 all the bottom figures), which reduces the viscous force
on the particle. A deviation from this trend occurs when particles are very
close. The reason is a total or partial blocking of the fluid flow between
the particles. The Stefan flow will create high pressure and steep velocity
gradients in that region, which affects the viscous and pressure forces.

3.3.2. Pressure and viscous stress at different angles

At both Reynolds numbers considered in Fig. 12 and Fig. 13, the lo-
cal pressure force is higher than the local viscous force, i.e. the effect of a
neighboring particle is mainly on the pressure force. When Re = 2.3 and
L/D = 1.1, equal and opposite values of the viscous and pressure forces are
observed at the back of the upstream particle and at the front of the down-
stream particle ((a) and (b) of Fig. 12). These equal and opposite forces
are observed only in the pressure force for Re = 14 and L/D = 1.1 ((a) of
Fig. 13). The effect of neighboring particles on the viscous force is not clear
for Re = 2.3 and L/D ≥ 5 ((d) and (f) of Fig. 12). However, the effect of
neighboring particles on the viscous force is clearly visible at Re = 14 and
L/D ≥ 5 ((d) and (f) of Fig. 13). There is a clear net negative viscous
force (repulsive) on the upstream particle with an outward Stefan flow when
Re = 2.3 and L/D = 1.1. This is due to the high velocity gradients between
the particles due to an outward Stefan flow with a velocity magnitude greater
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Figure 10: Total pressure force, normalized with the value of an isolated particle without
Stefan flow, as a function of the distance between particles (L/D). (a-c) Re = 2.3; (d-f)
Re = 7; (g-i) Re = 14. (a,d,g) USf = −0.2 m s−1; (b,e,h) USf = 0 m s−1; (c,f,i) USf = 0.6
m s−1.
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Figure 11: Total viscous force, normalized with the value of an isolated particle without
Stefan flow, as a function of the distance between particles (L/D). (a-c) Re = 2.3; (d-f)
Re = 7; (g-i) Re = 14. (a,d,g) USf = −0.2 m s−1; (b,e,h) USf = 0 m s−1; (c,f,i) USf = 0.6
m s−1.
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than the far-field velocity (USf > U∞).
As we have observed from our previous work, for a single spherical par-

ticle, the effect of Stefan flow mainly affects the viscous force, but not the
pressure force, at Re < 14 [11]. However, Stefan flow effects are visible on
the pressure force of the downstream particle ((c) and (e) of Figs. 12 and 13)
as well. Therefore, existence of particle in upstream changes the effect of a
Stefan flow on the downstream particle or relevance of a Stefan flow depends
on the distance to other particles.
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Figure 12: Pressure force components (a,c,e) and viscous force components (b,d,f) of a
slice going through the center of the particle in the flow direction (Re = 2.3) as a function
of angle (φ) at the particle surface. Angle 0 corresponds to the front of each particle. (a,b)
L/D = 1.1; (c,d) L/D = 5; (e,f) L/D = 10. Solid lines: upstream particles; and dashed
lines: downstream particle. Blue lines: without Stefan flow; green lines: outward Stefan
flow; and red lines: inward Stefan flow.

26

5663578_Inlaga.indd   1145663578_Inlaga.indd   114 2022-11-21   10:102022-11-21   10:10



-5

0

5

10
10-6 (b)

-2

0

2

4

6

8

V
is

c
o
u
s
 f
o
rc

e

10-6 (d)

0 0.5 1 1.5 2 2.5 3
-2

0

2

4

6

8
10-6 (f)

-1

-0.5

0

0.5

1

10-4 (a)

0

2

4

6

P
re

s
s
u
re

 f
o
rc

e

10-5 (c)

0 0.5 1 1.5 2 2.5 3

0

2

4

6
10-5 (e)

no Stefan

outward Stefan

inward Stefan

upstream particle

downstream particle

Figure 13: Pressure force components (a,c,e) and viscous force components (b,d,f) of a
slice going through the center of the particle in the flow direction (Re = 14) as a function
of angle (φ) at the particle surface. Angle 0 corresponds to the front of each particle. (a,b)
L/D = 1.1; (c,d) L/D = 5; (e,f) L/D = 10. Solid lines: upstream particles; and dashed
lines: downstream particle. Blue lines: without Stefan flow; green lines: outward Stefan
flow; and red lines: inward Stefan flow.
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4. Conclusions

In this study, we have carried out particle-resolved numerical simulations
for two reacting particles in tandem arrangement with different distances
between the particles. Reaction generated flow (Stefan flow) is considered
either outward/inward uniform flow from/to the particle. Particle Reynolds
number (Re), Stefan flow (ReSf ) and particle distance has varied during
simulations.

Without Stefan flow, the effect of an upstream particle on the downstream
particle is not negligible for any of the particle distances and Reynolds num-
bers considered in this work (Re = 2.3− 14 and L/D = 1.1− 10). The effect
of a downstream particle on the upstream particle can, however, be neglected
when L/D > 5. When particles are very close to each other, the fluid flow
between the particles is totally (L/D < 1.5) or partially (1.5 < L/D < 2.5)
blocked by the upstream particle.

The combined effects of a Stefan flow and neighboring particles on the
drag coefficient seem to work independently without any interaction for
L/D > 2.5. An outward Stefan flow decreases the drag coefficients compared
to the cases without a Stefan flow, while an inward Stefan flow increases drag
coefficients. Similar to the effects on isolated particles, the effect of an out-
ward Stefan flow on the drag coefficient can be explained by the expansion
of the boundary layer and accompanying decrease in viscous force.

A deviation from the previous observations occur when L/D < 2.5 since
the fluid flow is blocked between the upstream and the downstream particle.
At these distances, the main role of an outward Stefan flow is to create a high
pressure and viscous forces between the particles. An outward Stefan flow
creates very high pressure in region between closely spaced particles, which
results in a repulsive force between the two particles. In contrast, an inward
Stefan flow produces an attractive force between the particles.
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AppendixA. Domain size and mesh refinement tests

In our previous work [11], we carried out simulations for an isolated spher-
ical particle with a uniform Stefan flow immersed in a uniform, isothermal
bulk fluid. The difference between our previous work and this work is the
existence of one more particle in the streamwise direction. We used the same
mesh refinemnet and the same mesh refinement region sizes of the previous
work although the domain size should vary. Therefore, we tested different
domain sizes, by varying both streamwise direction and transverse direction
lengths. First, we added the length between the two particles (L/D) to the
domain used in [11] and kept the same transverse length (domain 1 in Table
A.3). Two more domains were also tested as shown in Table A.3. Domain
test simulations were carried out for the lowest Reynolds number (Re=2.3)
and highest outward Stefan flow case (USf = 0.6), which generates the largest
boundary layer around a particle based on our previous results [11, 12]. Drag
coefficients obtained with the different domains were compared with the cor-
responding results from the largest domain (domain 2). Although domain 1
is smaller and still showed relatively small errors for drag coefficients, based
on the velocity profiles around the two particles, domain 3 was selected for
the simulations in this work. Drag coefficient results of different domains are
shown in Table A.4.

The refinement of the mesh closest to the particle in the single particle
simulations was 0.01D, which was too expensive for the bigger domain with
two particles. Simulations were also carried out for the smallest possible
boundary layer i.e: where the Reynolds number is highest and the Stefan
flow is inward. Results of the mesh refinement tests are shown in Table A.5.
It is crucial to check whether this refinement (number of mesh between the
two particles) is sufficient for L/D = 1.1. Therefore, the drag coefficient was
compared for L/D = 1.1 and Re=2.3, combined with either outward or no
Stefan flow conditions, when the highest refinement is 0.01D and 0.02D (See
Table A.6).
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Table A.3: Domain test details where L = 10, Re=2.3 and USf = 0.624. All the distances
are in units of the particle diameter (D)

Domain D−x,1 D+x,1 Dy,1, Dz,1

1 16 48 16
2 35 75 40
3 16 48 32

Table A.4: Domain size test for Re = 2.3, L/D = 10 and USf = 0.6 with mesh refinement
0.02D at different domain sizes.

Domain CD,front CD,back Error(% of
domain 2)

1 9.36 8.25 0.8 1.9
2 9.28 8.41 - -
3 9.35 8.44 0.75 0.36

Table A.5: Mesh refinement test for Re = 14, L/D = 2.5 and USf = −0.2.

refinement 0.04D 0.02D 0.01D 0.005-
Richardson
extrapola-
tion

particle front back front back front back front back
Cd 3.32 2.95 3.43 2.34 3.47 2.37 3.48 2.38
Error(%
of
0.005D)

4.34 24.75 1.18 1.30 0.3 0.3 0 0
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Table A.6: Mesh refinement test for Re = 2.3, L/D = 1.1 and USf = −0.6 and USf = 0.

refinement 0.02D 0.01D
particle front back front back

USf = 0
Cd 9.98 7.49 10.13 7.58
Error(% of 0.01D) 1.48 1.19 0 0

USf = −0.623
Cd -17.58 27.97 -17.67 28.81
Error(% of 0.01D) 0.51 2.92 0 0
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Abstract

Drag is one of the most important forces that affects the dynamics of particle-
laden flow. Effects of Stefan flows (i.e., flows generated by chemical reactions)
on the drag are not well known, especially when intra-particle heat and mass
transfer significantly influence the progress of heterogeneous reactions. The
main objective of this work is to study how the effects of Stefan flow on drag
is altered when heterogeneous reactions progress unevenly inside the parti-
cle. Particle resolved numerical simulations were used to solve flow fields,
thermophysical parameters, and reaction rates inside and outside a parti-
cle undergoing a non-equimolar char gasification reaction (C+CO2 → 2CO).
The drag coefficient (Cd) of the reacting particles has been calculated and
compared with the same conditions without reactions. Two major findings
are that: (1) the drag coefficients are higher than or close to the same case
without reactions, and (2) the drag coefficients show complex variations at
different stages of char conversion. Increase of the drag coefficient by Stefan
flow is contradictory to the previous studies that imposed a uniform Stefan
flow around a particle. Although the decrease of viscous force shown by pre-
vious studies is still valid in this study, significantly high pressure inside the
particle and localized reactions at the front of particles increased the pressure
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force even further. At later stage of char conversion, the change in particle
size and density (or porosity) also altered the drag coefficient. This effect
is highly dependent on the effectiveness factor due to the difference in how
uniform the reactions inside the particle progress.

Keywords: Char gasification, Drag coefficient, Stefan flow, reacting
particle-laden flows

1. Introduction

Particle-laden flows appear in many important natural phenomena and
technical applications. One example is coal and biomass combustion and
gasification, which is an important conversion technology in energy processes.
There are different factors affecting the interactions between fluid and parti-
cles in such flows. The interactions can be categorized into momentum, heat
and mass exchange. In general, momentum exchange is represented by the
drag coefficient (Cd), heat transfer by the Nusselt number (Nu), and mass
transfer by the Sherwood number (Sh). These parameters (Cd, Nu, and Sh)
are mainly affected by fluid conditions such as Reynolds number, particle
concentration, and particle shapes, but heterogeneous and homogeneous re-
actions also affect them by modifying the fluid conditions in the boundary
layer.

Heterogeneous reactions occur in many different particle-laden flows [1, 2,
3, 4, 5]. When a non-equimolar heterogeneous reaction occurs in a particle,
either an outward or an inward flow is generated. This flow is called a
Stefan flow. There are fewer studies on the effects of Stefan flows on reacting
particles [1, 6] than on evaporating droplets [2, 5, 7, 8, 9]. In most cases,
thermochemical properties of liquid droplets are relatively uniform inside the
droplets and Stefan flows are therefore generated uniformly at their surfaces.
This is not the case for reacting gas-solid flows because gas can penetrate
inside the often anisotropic pore structures and locally non-uniform reactions
potentially result in non-uniform Stefan flow. Therefore, the effect of Stefan
flow on gas-solid interactions should be investigated by resolving both inside
and outside the particles.

This study focuses on the effects of Stefan flow on the momentum ex-
change (represented by Cd). Some studies already investigated the effects
of Stefan flows on isolated particles by numerical analyses [1, 4, 10, 11, 12].
Previous work [10, 12] showed that an outward Stefan flow decreases the
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drag coefficient by expanding the velocity boundary layer. This leads to a
low viscous component of the drag force, while the change in the pressure
component of the drag force is negligible. The conditions investigated in
these studies were 0.2 ≤ Re ≤ 14 and 0.2 ≤ ReSf ≤ 14, where Re is the
Reynolds number of the particle based on the relative velocity between the
particle and the surrounding fluid and ReSf is the corresponding Reynolds
number based on the velocity of the Stefan flow. Kestel [1] has studied the
effect of Stefan flow on the drag coefficient under pressurized conditions and
developed models for Cd and Nu for Re < 200 and ReSf < 20. All the above
studies used the assumption of uniform and isothermal Stefan flow and bulk
fluid flow around the particle. Kurose et al. [11] further showed that the
Stefan flow also affects the lift coefficient in a shear flow. Later, Jayawick-
rama et al. [4] developed models for drag and heat transfer (Cd and Nu)
accounting for Stefan flows and non-isothermal conditions. Here, the Stefan
flow was still considered to be uniform over the particle surface.

Apart from the uniform Stefan flow assumptions, the above studies ne-
glect the multi-species nature of the bulk fluid. Farazi et al. [13] have studied
the effect of Stefan flow on char particle combustion in an oxygen-enriched
oxy-fuel environment. They found that the Stefan flow from the particle
surface yields a lower drag force on the reacting particle compared with a
non-reactive particle. Zhang et al. [14] have carried out particle resolved
simulations for a burning char particle, considering both heterogeneous and
homogeneous reactions. They observed that the drag coefficient increased
with increasing heterogeneous and homogeneous reactions, which contradicts
with previous work where explicit accounts for chemical reactions were not
made. It calls for further investigations on the effects of Stefan flow with
more detailed consideration to develop reliable subgrid models. Here, one
should note that Zhang et al. [14] consider char combustion, which is an
equimolar reaction with respect to gas species (C + O2 → CO2). Therefore,
it represents the effects of species and temperature distributions without a
Stefan flow. In addition, both Zhang et al. [14] and Farazi et al. [13] still do
not resolve the temperature and gas flow inside the particle, which is a over-
simplified assumption for the zone II conditions of char conversion. In most
practical conditions, neither gas species nor reaction rates distribute uni-
formly throughout the particles [15, 16]. Therefore, it is necessary to resolve
the particle interior in order to study the effects of potentially non-uniform
reactions and Stefan flow.

Based on known shortcomings of existing studies identified above, this

3
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work aims to investigate the effect of a Stefan flow on momentum transfer
between a particle and bulk fluid for conditions relevant for entrained flow
biomass gasification. Particle-resolved direct numerical simulations were car-
ried out for porous particles undergoing heterogeneous reactions. To high-
light the effects of Stefan flow, a non-equimolar heterogeneous reaction (C +
CO2 → 2CO) was considered without gas-phase reactions.

2. Methodology

To investigate the effect of Stefan flow in particle-fluid flows during hetero-
geneous reactions, entrained flow biomass gasification (EFBG) is considered
as a case study here. We have chosen to study char gasification process of
EFBG in this work. More details about char gasification modeling can be
found in these references [16, 17, 18, 19]. In this work, only the Boudouard
reaction (C + CO2 → 2CO), which is a non-equimolar reaction, is considered
as the gasification reaction between particle and gas to study the effects of
the Stefan flow. In EFBG, pulverized particles are suspended in the bulk
gas at particle concentrations below 0.001. Therefore, an isolated particle
immersed in a uniform, non-isothermal bulk gas is considered here. Parti-
cle diameters and slip velocities in EFBG vary within the range of <1 mm
and 0.1− 3 ms−1, respectively [20]. Therefore, the same ranges are used for
this work. The char particle is modeled as a porous media (See Fig. 1).
Since there is no oxygen in the simulation domain, gas-phase reactions are
neglected. This makes it easier to isolate effects due to the Stefan flow.

Particle Reynolds numbers considered here are equal or less than 3.
Therefore, the flow around the cylindrical particles is axisymmetric and two-
dimensional without flow separation, which is a valid assumption when the
Reynolds number is less than 3.2 [21].

The following assumptions and simplifications were used for the simula-
tions;

1. the particle is an infinitely long cylinder and consists only of ash-free
carbon (no impurities)

2. the bulk fluid flow entering the simulation domain consists of only
nitrogen (N2) and carbon monoxide (CO2).

3. the solid particle is stationary, and only the local porosity is increasing
with the progress of the reaction,

4. the fluid is incompressible (variable density condition was used),

4
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Figure 1: Overview of the case domain.

5. the gas and solid phases inside the particle are in local thermal equi-
librium (Tg = Ts),

6. radiative absorption in the gas phase is neglected (i.e., particles ex-
change radiation directly with the reactor wall).

Inside the particle, the fluid flow follows Navier-Stokes equation with a re-
sistance due to the existence of the solid phase. The resistance is calculated
using Darcy-Forchheimer law [22, 23]. Further details of the equations can
be found in the following section.

2.1. Governing equations outside the particle

The continuity equation is given by

∂ρg
dt

+∇ · (ρg−→u ) = 0, (1)

where ρg is gas phase density and −→u is the velocity of the gas phase. Mo-
mentum conservation gives:

∂(ρg
−→u )

dt
+ (ρg

−→u · ∇)−→u = −∇p+∇ · µ[∇−→u +∇−→u T − 2

3
(∇ · −→u )

−→
I ], (2)

5
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where p is pressure, µ is dynamic viscosity, and
−→
I is the identity matrix.

The energy conservation equation reads as

∂(ρgcp,gT )

dt
+∇ · (ρgcp−→u T ) = −∇ · λg∇T , (3)

where cp is specific heat capacity, T is temperature, and λg is thermal con-
ductivity. Models used for estimation of all the thermophysical and transport
properties are shown in Appendix A.

2.2. Governing equations inside the particle

Since the solid phase inside the particle is stationary, the conservation of
momentum is solved only for the gas phase, while the account is made for
the local porosity. Hence, the continuity equation reads as:

∂(ϵρg)

dt
+∇.(ρg

−→u ) = RC , (4)

where ϵ (= Vg/Vcell) is the porosity of a cell in the computational domain
where Vg is volume of the gas and Vcell is total voulme of the cell. RC is
char gasification rate due to the Boudouard reaction (in kg m−3 s−1). The
momentum equation for the gas phase inside a porous medium is given by

∂(ϵρg
−→u )

∂t
+ (ρg

−→u · ∇)−→u = −∇p+∇ · µ[∇−→u +∇−→u T − 2

3
(∇ · −→u )

−→
I ]− Fd,

(5)
where

Fd =
µ

K
−→u , (6)

is the momentum transfer calculated based on Darcy-Forchcheimer law [22,
23] and

K =
d2poreϵ

3

150(1− ϵ)2
, (7)

is the permeability as given by the Carman-Kozney equation with an average
pore diameter dpore [24, 25].

A single energy equation can be used for the gas and solid phases due to
the assumption of local thermal equilibrium of the two phases (see assump-
tion 5):

∂[ϵρgcp,g + (1− ϵ)ρscp,s]T

∂t
+∇.(ϵρgcp,g

−→u T ) = ∇(∇.λeffT )+Q̇rad,p+Q̇s, (8)

6
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where cp,g is specific heat capacity of the gas, cp,s is specific heat capac-
ity of char, ρs is the true density of char and λeff is the effective thermal
conductivity calculated as:

λeff = ϵλg + (1− ϵ)λs. (9)

The radiative exchange between the reactor wall and the external particle
surface is given by

Q̇rad,p = σα(T 4
w − T 4

p ), (10)

where σ is Stefan-Boltzmann constant, α is the emissivity of char, Tw is wall
temperature and Tp is particle surface temperature. This term is zero for
the internal cells. Furthermore, the enthalpy change due to the solid phase
reaction reads as

Q̇s = ∆HRC , (11)

where ∆H is the reaction enthalpy and RC is the char reaction rate due to
Boudouard reaction. The latter is expressed through the char conversion rate
as

RC = (1− ϵ0)ρs
∂XC

∂t
, (12)

where the char conversion rate reads as

∂XC

∂t
= A exp

(
−EA

RT

)
pnCO2.f(XC). (13)

where A is the kinetic prefactor, EA is the activation energy, pCO2 is the
partial pressure of CO2 and f(XC) is the conversion function. Following the
random pore model, the latter read as

f(XC) =
Sg

Sg,0

= (1−XC)
√

1− ψ ln (1−XC) (14)

where Sg, Sg,0 are the instantaneous and initial local specific surface areas
of the char particle, respectively, and ψ is the structure parameter of the
random pore model. The char conversion rate XC is related to the local
porosity, ϵ, via

ϵ = ϵ0 +XC(1− ϵ0), (15)

where ϵ0 is the initial porosity of the char.

7
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The gas species equation reads as

∂(ϵρgYi)

∂t
+∇.(ρg

−→u Yi) = −∇.(Yiρg
−→
vci ) + νiRC , (16)

where Yi is mass fraction of gas species i, νi is stoichiometric coefficient in
the Boudouard reaction related to species i, and vci is diffusion velocity of
gas species i. The calculation of vci can be found in Appendix B.

Figure 2: The schematic image of the computational domain with the boundary condition,
domain size, and mesh size. Here D is diameter of the cylindrical particle, and ∆j is the
size of the mesh in direction j.

2.3. Boundary conditions and initial conditions.

The overall approach of the simulation is summarized in Fig. 1, while
the simulation domain is shown in Fig. 2. The domain has the following
boundaries: inlet, outlet, slip wall, and symmetry. At the inlet boundary,
all the physical, chemical, and transport properties were uniform across the
boundary except for pressure, where the Neumann boundary condition was
used. The temperature was increased from room temperature (300 K) to re-
actor temperature within 10 ms, while the density was decreased accordingly.
Neumann boundary condition was applied at the outlet boundary except for
pressure where a specific value is defined. Slip wall boundary condition was

8
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used on the upper wall of the domain where the surface normal velocity
is zero. The velocity normal to the boundary was zero, and all the other
properties have Neumann boundary conditions for the symmetry plane.

The cases for the simulations were designed to keep all parameters within
EFBG range. Here, the main focus was to investigate the effects of varying
particle Reynolds number (Re), Stefan Reynolds number (ReSf), and effec-
tiveness factor (η).

The Reynolds number is defined as

Re =
ρgUdp
µ

, (17)

where U is the relative velocity between the particle and the bulk flow, ρg is
fluid density, µ is fluid viscosity and dp is particle diameter. The effectiveness
factor (η) is given by

η =
Actual overall particle consumption rate

Particle consumption rate at particle surface
. (18)

Finally, the Stefan Reynolds number is calculated by replacing the slip
velocity in Eq. 17 with the Stefan flow velocity. The values of 0.5 or 3 are
chosen for the Reynolds number, while the effectiveness factor (η) is either
considered as low; 0.2-0.3 (cases 1-3) or high; 0.6-0.7 (cases 4-6). Note that
the exact effectiveness factor was not possible to estimate in advance due to
uncertainties in the existing analytical models. Six cases were used for the
analysis as shown in Table 1.

The initial velocity and pressure fields were obtained based on isothermal
simulation results at room temperature (300 K). Initial conditions, boundary
conditions and dimensionless numbers for the cases are shown in the Table 1.
Other constant parameters that are common for all the cases are tabulated
in Table 2. Hereafter, the cases with higher η means cases 4-6 in Table 1 and
cases with lower η means cases 1-3 in Table 1.

2.4. Numerical code validation and solution procedure

Simulations were carried out with the finite volume computational fluid
dynamics (CFD) code OpenFOAM v6 [28] with our own numerical solver
based on the governing equations described above. The pressure-Implicit
with Splitting of Operators (PISO) algorithm was used for the pressure-
velocity coupling. All the finite volume schemes used were second-order
accurate.

9
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Table 1: List of parameters that were varied for different simulation cases. Effectiveness
factor (η), particle Reynolds number (Re), and Stefan Reynolds number (ReSf ) are the
values estimated from the results of the resolved particle simulation.

T∞ p∞ dp U∞ YCO2,∞ η Re ReSf
Case (K) (atm) (µm) (m/s) (-)

1 1999 1.807 189.3 0.45 0.512 0.23 0.5 0.09
2 1999 1.807 189.3 2.70 0.512 0.44 3.0 0.03
3 1851 4.201 442.6 0.44 0.512 0.21 3.0 0.04
4 1891 4.506 97.21 0.32 0.512 0.74 0.5 0.08
5 1891 4.506 97.21 1.93 0.512 0.69 3.0 0.02
6 1735 7.672 228.1 0.32 0.99 0.58 3.0 0.03

Table 2: Constant parameters used for the simulations.

Type parameter value unit

Char ρs 1200 kgm−3

λs 0.13 Wm−2s−1

cp,s 1500 Jkg−1s−1

ϵ0 0.7917 -
τ0 1.2632 -
dpore 250× 10−9 m
ψ 1 -
Sp,0 [26] 1.267× 107 m2/m

Reaction kinetics[27] EA 2.62× 105 Jmol−1

A 1.19× 109 s−1MPa−n

n 0.46 -
∆H◦

f 17.78× 106 Jkg−1

Radiation ε 0.8 -

The initial domain size was selected from previous studies of flow around
a circular cylinder [29, 30, 31, 32] to be 57.6D× 16D. Domain size tests and
refinement tests were carried out by comparing Cd and Nu values obtained
with different domains (lateral direction domain sizes of 12D, 16D and 24D)

10
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and different refinements (0.04D, 0.02D and 0.01D). Drag coefficient is;

Cd =
Fp + Fvis

0.5ρgAU2
∞
, (19)

where Fp, Fvis are pressure force and viscous force acting on the particle’s
outer surface, A is the cross-sectional area of the cylinder, which is D. Sim-
ilarly, Cp and Cvis can also calculated by replacing Fp + Fvis by Fp and Fvis.
Mesh refinement tests were carried out for the case with the highest Reynolds
and Stefan Reynolds numbers, while the domain size tests were carried out
for the case where the same numbers were the lowest.

Figures 3 and 4 show domain test results and mesh refinement results for
both Cd and Nu. The maximum difference between the domain 16D and 24D
for Cd is around 1.2% (see Fig. 3). The Nusselt number shows a negligible
difference for domains 12D and 16D compared to the largest lateral domain
size of 24D. The maximum error in mesh refinement of 0.02D is about 5.8%
compared to the mesh 0.01D for Cd, while it is about 4.4% for Nu. The
error in Cd of 0.01D mesh when compared with the value obtained from
Richardson extrapolation for a mesh of 0.005D is about 3.84% [33]. Since
errors of domain 16D and mesh refinement 0.02D are small errors compared
to the largest domain and most refined mesh, we used lateral domain size of
16D and mesh refinement of 0.02D for the rest of the simulations.
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Figure 3: Domain tests for the lateral width of the domain (y-direction of Fig. 1. (a)
Comparison of drag coefficient (Cd). (b) Comparison of Nusselt number (Nu).

The initial time step for all the simulations were selected based on the
Courant number (Co=0.5) used in the work by Tufano et al. [22]. Some cases
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Figure 4: Comparison of Cd and Nu at different mesh refinements. The mesh size is
uniform all over the domain. Cd and Nu at 0.005D mesh are based on Richardson Ex-
trapolation. (a) Comparison of drag coefficient (Cd). (b) Comparison of Nusselt number
(Nu).

created wiggles with time on the Cd with the Courant number 0.5 although
the Nu was stable. Therefore, Courant number was reduced until Cd values
were stabilized for those cases.

The numerical code was further compared with experimental data for coal
particle conversion time in a pressurized entrained flow gasifier (EFG) [27].
Some of the essential information was missing in the source [27] and assumed
from literature (The values used for the simulations are shown in Table C.3).
Simulation data were compared with the full conversion time of the particle
from [27]. For this comparison, the coal char entitled ”coal char SM ” in [27]
was selected. Figure 5 shows the char conversion with time. It shows that
the total conversion time agreed well, while a deviation was observed during
the conversion.

3. Results and Discussion

The variation of the drag coefficient (Cd) of a cylindrical particle during
reactions has been compared to a non-reacting case. The main objective is to
see how a Stefan flow created by the reactions affects these parameters. As
shown in Table 1 and Table 2, six cases have been run and analyzed for var-
ious ranges of Reynolds numbers, effectiveness factors, and Stefan Reynolds
numbers. Calculation procedures for Cd are described in Appendices D. Cd

is normalized by the corresponding values obtained from the steady state
values of simulations without reactions.
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Figure 5: Char conversion with time of ’Extreme I’ case. Full char conversion takes 1.52s.
Details of parameters used for the simulation of the case ’Extreme I’ can be found in
Appendix C.

3.1. Effect of Stefan flow on the drag coefficient

Figures 6 and 7 show how the normalized Cd, normalized particle diameter
(dp), normalized particle density (ρ), and effectiveness factor (η) vary from
start to full conversion of the particle by gasification due to the Boudouard
reaction alone.

The drag coefficients for reactive cases in this study exceeded or equaled
those for the non-reactive cases (Fig. 7a). This is in stark contrast to our
previous work under the assumption of uniform Stefan flows [4, 10], which
showed the reduction of drag coefficient with outgoing Stefan flows. In all
cases, the normalized Cd initially increases to around 1 before the particle
starts to react (Xp = 0). This period represents the transient period, where
the flow inside the boundary layer of the particles approaches that is seen
for non-reactive conditions. Thereafter, all the low η cases showed very
complicated transitions, while there are only two distinctive phases for high
η cases.

To explain the different phases of changes in Cd of lower η cases clearly,
Fig. 8 shows the variation of Cd for case 1. Cd initially increases as described
above (up to point ’A’). Then, there is an almost constant period of Cd (A-
B) and a peak (B-C), followed by a gradual decrease. Finally, the declining
trends of Cd halt with significant noises being induced in the calculated values
in Cd. This instant coincides with the onset of particle shrinkage (Fig. 6b).
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Figure 6: (a) Comparison of normalized average drag coefficient (Cd) of the particles in
cases 1-3 in Table 1 (low η cases). Cd is normalized by the steady-state values of the
same case without reactions Cd,film,NR,SS . (b) Normalized particle diameter variation.
(c) Normalized particle density variation. (d) Effectiveness factor variation of all cases.

The decrease in particle size results in a lower Reynolds number (Eq. 17)
and therefore higher Cd [34, 35]. The source of noise is mainly due to the
discontinuity in particle size due to the limited mesh resolutions. Note that
Cd continuously increases from point ’D’ onwards for case 1, but the other
two cases with low η end up at constant values of Cd close to one (Fig. 6a).

For high η cases (Fig. 7a), Cd gradually decreases as the char conversion
progress. At the end of conversion, when particle diameter starts to decrease,
the declining trend of Cd is interrupted, and the Cd stays almost constant.
The effect of shrinking particle size was similar to that observed in low η cases.
The gradual decrease of Cd below 90% of char conversion can be explained
either by the decrease of reaction rate (see Fig. 9) or by the gradual increase
of porosity throughout particles, which is known to reduce the drag [31, 36].

The differences in the effectiveness factors among cases seem to have dom-
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Figure 7: (a) Comparison of normalized average drag coefficient (Cd) of the particle for
cases 4-6 in Table 1 (high η cases). Cd is normalized by the steady-state values of the
same case without reactions Cd,film,NR,SS . (b) Normalized particle diameter variation.
(c) Normalized particle density variation. (d) Effectiveness factor variation of all cases.

inant effects on how the drag coefficients behave during the char conversion.
Although all the cases are affected by intra-particle transport phenomena to
some degree (zone II), cases 1-3 had relatively low, η in the range of 0.1-0.3
(Fig. 6d), which is closer to zone III conditions. Meanwhile, cases 4-6 are
closer to zone I conditions as their effectiveness factors are close to unity (Fig.
7d). The differences are clearly seen in Figs. 6b and 7b where diameter starts
to change much later (Xp > 0.75) in the high η cases than in low η cases
(0.35 < X < 0.5). A more detailed investigation of momentum exchange can
be found in the following subsections separately for low and high η cases.
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Figure 8: Normalized drag coefficient (Cd) of the case 1 at different conversion stages.

3.2. Momentum exchange of low η cases

To study the variation of Cd at low η cases, Figure 10a shows the con-
tribution of the pressure and viscous components to Cd separately for each
case. In all cases, two components are in the same magnitude, but the vis-
cous component is smaller than the pressure component except for case 1 at
very low char conversions (Xp < 0.2). Furthermore, Figure 10c (comparison
with non-reactive cases) shows that the normalized viscous force is also lower
than unity except Xp < 0.2 for case 1 while the normalized pressure force is
above unity. Note that the values here are forces, and the effects of particle
shrinkage seen in the drag coefficient have been eliminated (see Appendix D).
Our previous studies with uniform Stefan flow [4, 10] have also shown a de-
crease in the viscous force with increasing Stefan flow, which dominated the
effects of Stefan flow on the overall drag coefficients. Therefore, the higher
Cd of lower η cases can be attributed to the pressure force, mostly due to
the effects of a non-uniform Stefan flow. The pressure force increases slightly
after the particle starts to react and before the diameter of the particle starts
to decrease.

Particle porosity is known to affect the drag coefficients, especially for
values above 0.8 [31, 36]. It also gives indications about the regions of the
reactions inside the particle because the porosity increases due to the hetero-
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Figure 9: Char conversion rate as a function of char conversion. The conversion rates were
normalized by the maximum rate at the initial stage of conversion.

geneous reactions (Eq. 15). In Fig. 11, contour plots of porosity for cases 1
(low η) and 4 (high η) are compared for char conversions ranging from 0.1 to
0.8. The figure also depicts the particle size and shape variation at different
conversions. The figures show that the porosity inside the particles, except
for the areas close to the external surface, hardly increases from the initial
value of ϵ0 = 0.7917 for low η cases. It means that, for the low η cases,
the increase in the particle porosity can be ruled out from affecting the drag
coefficient. The figures also show that the particle starts shrinking at the con-
version between 0.3 and 0.4, and from there, it constantly decreases in size.
This result can partially explain the gradual decrease of the viscous force at
the later stage of the conversion (Xp > 0.4). As shown in Fig. 9, the reaction
rate stayed almost constant for conversion less than 0.75 (Xp < 0.75). The
decrease in particle size at the later stage of conversion means that the Ste-
fan velocity increases as the external surface area decreases while the total
volume of Stefan flow stays constant, as observed in Fig. 12. The viscous
force has likely been reduced due to the expansion of the boundary layer as
observed in the previous work [4, 10]. However, the potential effect of a non-
uniform distribution of the Stefan flow should be investigated. In fact, Fig.
11a shows that the upstream side (left in the figure) seems to react faster
than the downstream side, which is illustrated by the center of the particle
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Figure 10: Comparison of the pressure component of the drag coefficient (solid lines) and
the viscous component of the drag coefficient (dashed lines) for (a) low η cases and (b)
high η cases. Comparison of normalized pressure force and viscous force (c) low η cases
and (d) high η cases. Forces are normalized with the pressure force and viscous force of
the same case without reaction at a steady state.

moving rightward as the conversion progresses.
From Fig. 13a, we see the temporal bump in pressure force; the pressure

force of case 1 starts to increase around Xp = 0.12, reaches the highest value
at around Xp = 0.24, and the bump settles around Xp = 0.36. Therefore, the
porosity and temperature field around the particle were examined at X=0.12,
0.24, and 0.36. Figure 14 shows the boundary of the particle and pressure,
temperature, and mass fraction profiles during the five conversions. There
is a clear connection between the high-pressure force region and localized
particle conversion, which can be seen from the temperature contours at
the front side of the particle. Localized particle conversion can be further
identified through the Stefan flow velocity around the particle surface. Stefan
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Figure 11: The changes of internal porosity at different conversion stages: case 1 as an
example for low η conditions (a), and case 4 as an example for high η conditions (b) .
Dashed circle indicates the original location of the particle surface.

flow velocity at the particle surface vs. angle from the front to the back of
the particle is shown in Fig. 13b at three conversions: a, b and c. We can
see from the figures that there is a high velocity at the front of the particle
compared to the back of the particle at a and b and almost balanced surface
velocities at the front and back at c. This will lead to a higher pressure force
compared to what would be found due to a uniform Stefan flow around the
particle. According to previous studies [4, 10], it was observed that a uniform
Stefan flow around a particle does not affect the pressure force. Apart from
that, the particle boundary also shows that the pressure force is reduced
when the particle starts to react all around the particle (compare Fig. 14c
points a-b with c). Therefore, we could say that the high-pressure region
in Fig. 14b is due to the localized non-equimolar reaction producing more
product gas than reactant gas.

To find out the reason for the low viscous force at the same region of high-
pressure force, viscous force at the surface of the particle is plotted against
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Figure 12: Variation of normalized Stefan flow velocity as a function of char conversion
for case 1.

the angle from front to the back of the particle in Fig. 13c. The figure
shows that the lowest average viscous force of the particle at b is due to the
positive and negative force at the particle surface’s front and back, which
cancels each other in average viscous force. From a-b average viscous force is
decreasing, and from b-c, it is increasing, which can be decided based on the
area under each curve for a-c in Fig. 13c. Since the average viscous force is
settling around the char conversion of c, where the particle starts to produce
symmetric Stefan flow velocities, we could say that the reason for the low
viscous force range is the localized reaction at the front of the particle.

3.3. Momentum exchange of high η cases

Even with higher η, the normalized Cd is higher than, or equal to, unity for
Xp < 0.6 for all cases (see Fig. 7). Figures 10b and 10d confirms that this is
due to the pressure force. According to Fig. 15a, the increase of pressure force
is closely related to the magnitudes of normalized Stefan Reynolds number
(ReSf/Re). Together with the low η cases, it highlights the importance
of pressure components for the Stefan flow effects on the drag coefficient.
Moreover, high η cases do not exhibit strong variations in conversion at
the front and back of the particle. It implies that the increase of pressure
components in drag may not be due to non-uniform Stefan flows due to
the localized reactions. Instead, this is probably due to the increase in the
pressure inside particles, which was not considered in previous work, e.g.,
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Figure 13: Normalized pressure force acting on the particle during conversion for case 1
(a). Char conversion at point a is 0.12, point b is 0.24, point c is 0.36, point d is 0.6 and
point e is 0.9. Normalized velocity (Ur,s/U∞) (b) and viscous force (c) at the particle
surface with the angle from the front of the particle to the back of the particle. Velocities
and viscous forces are at three char conversions: a, b, and c.

[4, 10], because they do not resolve the particle interiors in the simulation.
The viscous force slightly decreases when the particle starts to react and

continue at almost a constant value until the particle shape starts to change
(see Figure 10d). As mentioned earlier, the viscous force is reduced by the
boundary layer expansion due to an outwards Stefan flow [4, 10]. The con-
stant viscous force for high η cases cannot be explained by the variation of
Stefan flow alone since ReSf and USf are not constant with conversion (see
Fig. 15). Between the char conversion of 0.1 to 0.7, Stefan flow velocity
decreases monotonically, which should increases the viscous force. However,
the porosity of the char particles simultaneously decreases throughout the
particle as shown in Fig. 11b. Therefore, the constant viscous force can be
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Figure 14: Variation of particle boundary (a), pressure contours (b), temperature con-
tours (c), carbon monoxide contours (d) and carbon dioxide contours (e) at different char
conversion stages.

explained as a combined effect of Stefan flow velocity and porosity increase
at the surface of the particle [31, 36].

4. Conclusions

A numerical platform was developed for a reacting particle with a het-
erogeneous reaction immersed in a uniform, incompressible bulk flow. The
particle is considered to be a porous, infinitely long cylinder that has resis-
tance to the flow inside it. The values of drag coefficients (Cd) from the
simulations were compared with the values of the same case without reac-
tions at the steady state. Results showed complex variations throughout the
conversion of the particle. In general, Cd is higher than or close to the case
without reactions for all the cases. The reason for the higher drag coefficient
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Figure 15: Comparison of normalized Stefan Reynolds number, ReSf/Re, (a) and nor-
malized Stefan velocity, USf/U∞, (b) for cases 4-6 (high η cases) as a function of char
conversion.

is the pressure force, while the viscous force was less than the case without
reactions almost throughout the conversion. The increase in pressure force
was observed both at low and high effectiveness factor cases. The most likely
reason for the active role of pressure force observed in this study is the fact
that the particle interior has several orders of magnitude higher increase of
pressure than the variation outside the particle. Apart from that, there is a
region of a bump in pressure force and a pothole in viscous force for low ef-
fectiveness factor cases due to localized conversions. The lower viscous force
of the particle during conversion agrees with our previous findings of low
viscous force under the uniform Stefan flow around a particle. However, the
reduction of viscous forces cannot be attributed to the Stefan flow alone in
high effectiveness factor cases where an increase of porosity also contributes
to lowering viscous force. For high effectiveness factor cases, the porosity
changes throughout the particle as the reactions progress, which has effects
to lower the drag. These effects are usually not considered when model-
ing gas-solid reacting flows, which calls for the development of more general
models of the Drag coefficient.
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Appendix A. Thermophysical property calculation

Appendix A.1. Dynamic viscosity

Dynamic viscosity of a gas component i (µi), is calculated using Suther-
land formula:

µi =
As,i

√
T

1 +
Ts,i

T

, (A.1)

where As and Ts are constants. Viscosity of the gas mixture is calculated as
follows;

µ =
Ns∑

i=1

Xiµi

ΣNs
j=1Xjϕij

, (A.2)

where Xi is molar fraction of gas component i, Ns is number of gas compo-
nents and ϕij is calculated as follows;

ϕij =
1√
8

(
1 +

Mi

Mj

)−1/2
{
1 +

(
µi

µj

)1/2 (
Mj

Mi

)1/4
}2

, (A.3)

where Mi is molar mass of gas component i.

Appendix A.2. Density of the fluid

Density is calculated using state equation for the gas mixture:

ρ =
pM

RT
, (A.4)

where p is the pressure at the outlet boundary of the simulation domain and
M = ΣNs

i=1miXi.

Appendix A.3. Thermal conductivity

Thermal conductivity of a gas component i (λi) is calculated using:

λi = Rcp(a0,i + a1,iT + a2,iT
2 + a3,iT

3 + a4,iT
4), (A.5)

and mixture gas density (λg) is calculated based on molar averaging :

λ =
1

2

(
Ns∑

i=1

Xiλi +
1

ΣNs
i=1Xi/λi

)
. (A.6)
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Appendix A.4. Specific heat capacity

Specific heat capacity of gas component i (cp,i), is calculated using JANAF
tables [37]:

cp,i = b0,i + b1,iT + b2,iT
2 + b3,iT

3 + b4,iT
4 (A.7)

where b0,i, b1,i, b2,i, b3,i, b4,i are constants for each gas. Specific heat capacity
of gas mixture (cp,g) is calculated based on mass averaging :

cp,g = Σ(Yicp,i). (A.8)
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Appendix B. Velocity correction factor calculation

−→
vci = −→vi +

−→
vc , (B.1)

−→vi = −Deff,i

Yi

∇Yi, (B.2)

−→
vc = −Σ−→vi , (B.3)

where Deff,i is effective diffusion coefficient of gas component i, calculated
by molecular diffusion and Knudsen diffusion as follows:

Deff,i = [
1

Dm
i

+
1

DKn
i

]−1.
ϵ

τ
, (B.4)

where τ is tortuosity and DKn
i is Knudsen diffusion coefficient for gas com-

ponent i, due to pore diffusion inside the porous particle:

DKn
i =

dpore
3

√
8RT

πMi

(B.5)

where dpore is average diameter of the pores, Mi is molecular mass of gas
component i. Diffusion coefficient of i (Dm

i ) is [38] :

Dm
i =

1− Yi

Σj(j ̸=i)Xj/Dij

(B.6)

where Yi is mass fraction of gas component i and Xj is the molar fraction
of gas component j. Binary diffusion coefficient (Dij in m2/s) is calculated
based on Fuller-Schettler-Giddings equation [39]:

Dij =
0.1031T 1.75

√
1
Mi

+ 1
Mj

ptot((Σν)
1
3
i + (Σν)

1
3
j )

2
(B.7)

where Σνi is diffusion volume of i-th gas in 10−6m3/mol, Mi andMj in g/mol,
ptot is total pressure in pascal.

Tortuosity τ is considered to be varying linearly with solid phase conver-
sion:

τ = τ0 +XC(1− τ0), (B.8)

where τ0 is initial tortuosity.
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Appendix C. Comparison study-Property values

Data is not available for porosity (ϵ), initial pore diameter range (dpore,0),
density of char (ρs), relative velocity of air entering (U), initial tortuosity
(τ0), thermal conductivity of char (λs) and heat capacity of char (cp,s). The
range of values for each property obtained from literature were used for the
simulations, which are shown in Table C.3. Information available in [27] is
also shown in Table C.3. Two cases with highest and lowest possible con-
version time based on porosity (ϵ) and average pore diameter (dpore) selected
for the validation is shown in the Table C.4.

Table C.3: Values used for properties in simulations: from [27] and for the data not
available in [27] other values from literature is used. Here pore diameter is in nm, pressure
is in atm, temperature is in K, Activation energy is in kgm2s−2/mol and pre-exponential
factor is in kg−0.46m0.46s−0.08.

Property Values from
literature

Values
from [27]

This
work

Porosity (ϵ) 0.02-0.4 [40, 41] 0.4
Pore diameter range
(dpore (nm))

1-250 [42] 1

Density of char
(ρs (kgm

−3))
1800-2200 [42] 1800

Relative velocity of air
(U (ms−1))

0.1-1.0 [43] 0.1

Initial tortuosity (τ0) 1.414 [44] 1.414
Thermal conductivity
of char (λs)

0.13 0.13

Heat capacity of char (cp,s) 1500 1500
Diameter of the particle (D
(µm))

44 44

Pressure (p (atm)) 5 5
Temperature of inlet (Tin

(K))
1673 1673

Structure parameter (ψ) 1 1
Activation energy (EA) 2.62× 105 2.62× 105

Pre-exponential factor (A0) 1.19× 109 1.19× 109
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Table C.4: Parameter variation in 2 cases simulated for the comparison with [27].

Parameter Value Unit Extreme I Extreme II

ρs 1800-2200 kg/m3 1800 2200
dpore,0 1-250 [42] nm 250 1
U 1.0-0.1 m/s 0.1 0.1
ϵ 0.1-0.4 1.0 0.4 0.1

Appendix D. calculation of drag coefficient

The drag coefficient can be calculated as

Cd =

−→
F p,x +

−→
F vis,x

1
2
ρU2

∞(dp)
, (D.1)

when the pressure and viscous forces are given as

−→
F p =

∮

S

(psur − pref )
−→n ds, (D.2)

and −→
F vis = −

∮

S

µ(∇−→u +∇−→u t)−→n ds, (D.3)

respectively. Here, the integration is over the surface S of the particle. In the
above, psur and pref are the interpolated pressure at the particle surface and
in the far field, respectively, and −→n is the unit vector in the surface-normal

direction. Only the components
−→
F p and

−→
F vis in the direction of the mean

flow were accounted for when calculating the drag coefficient since the other
components are canceled out due to symmetry.
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Appendix E. calculation of Nusselt number

qtot = Σ(dA× λp∇Tp)−∇.(ρ−→u cp,gT )p, (E.1)

∇.(ρ−→u cp,gT )p =

∮
ρ−→u cp,gTp.ndA = Σ(ρp

−→u r,pcp,g,pTpdA) (E.2)

htherm =
qtot

Ap(T∞ − Tsurfave)
(E.3)

Nu =
hthermdp

λ
(E.4)
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Abstract

Char conversion is a complex phenomenon that involves not only hetero-
geneous reactions, but also external and internal heat and mass transfer.
Reactor-scale simulation often uses a point-particle approach (PPS) as sub-
models for char conversion because of its low computational cost. Despite
a number of simplifications involved in the PPS, there are very few stud-
ies that systematically investigate the inaccuracies of the PPS. This study
aims to compare and identify when and why the PPS deviates from resolved-
particle simulations (RPS). Both PPS and RPS have been carried out for a
char particle undergoing CO2 gasification under zone II conditions (i.e., pore
diffusion control). Results showed significant deviations between RPS and
PPS for the effectiveness factor, gas compositions, particle temperature, and
particle diameter. The most significant sources of inaccuracies in the PPS are
negligence of the non-uniform temperature inside the particle and inability
to accurately model external heat transfer. At low effectiveness factor, the
errors of intra-particle processes were dominant while the errors of external
process became dominant at the effectiveness factor close to unity. Because
it ignore non-uniform temperature, the PPS always predicted higher effec-
tiveness factor than the RPS despite its accurate estimation of intra-particle
mass diffusion effects. As a cosequence, the PPS failed to predict the particle
size changes accurately. Meanwhile, no conventional term for external heat
transfer could explain the inaccuracy, indicating other sources of errors such
as 2D/3D asymmetry or penetration of external flows inside the particles.
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Keywords: char gasification, point-particle method, particle-resolved
simulation, Stefan flow

1. Introduction

Biomass is a source of renewable energy that is carbon neutral, since it
absorbs CO2 from the atmosphere during photosynthesis. Therefore, it is an
attractive option for replacing fossil fuels to mitigate climate change effects.
However, biomass is cumbersome to use directly as a source of energy. Gasi-
fication is a convenient way of utilizing biomass and other solid fuels and gas
produced from the process has a wide range of applications. Entrained flow
gasification has the highest share of large-scale gasifiers of coal in the world
[1], and the process can produce high-quality syngas, which is favorable for
the synthesis of biofuel [1, 2, 3]. However, entrained flow biomass gasification
is still not at the industrial level due to some barriers [2, 4].

One way to study gasification is by using numerical simulations. A major
challenge of numerical simulations is the large variation of time and length
scales existing in the gasification process. As an example, particle sizes are
very small (O(10−6 − 10−3) m) compared to the reactor size (O(100 − 101)
m) of an entrained-flow gasifier. Due to the wide gap, not only in length
scales but also in time scales, fully resolved simulations of entire gasifiers are
not practical with contemporary computational resources and methods. In
entrained flow biomass gasification, particles are suspended in the fluid, and
the particles can therefore interact with the fluid or neighboring particles
through momentum, heat, and mass transfer. The current state-of-the-art
is to use sub-grid models to mimic small-scale phenomena (such as particle-
fluid interactions) such that larger mesh sizes and time steps can be used.
Therefore, the fidelity of simulations is highly dependent on the accuracy of
the sub-grid models. One such method is the so-called point-particle (PP)
method, where every particle is considered as a point in space occupying a
zero volume. The momentum, heat, and mass transfer between a particle and
the fluid are calculated through drag coefficient (CD), Nusselt number (Nu),
and Sherwood number (Sh) models, respectively. Furthermore, it is essential
to have models to calculate the variation of particle diameter, density, and
evolution of internal particle surface area with the progress of the heteroge-
neous reactions. As particles are considered as points in space (in the PP
approach), properties such as temperature and gas compositions throughout

2
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the particles are considered uniform. The change of reaction rates due to
internal mass diffusion is often accounted for through the Thiele modulus
and the associated effectiveness factor.

The most widely used constitutive models for CD, Nu and Sh of a par-
ticle immersed in a bulk fluid were developed under simplified conditions,
such as non-porous particle, isothermal conditions, neglecting neighbor par-
ticle effects, and neglecting effects of Stefan flow [5, 6, 7]. Recently, a lot of
improvements in the models for CD [8, 9, 10], Nu [8, 10, 11] and Sh [12] in
terms of different shapes, the effect of porosity, the effect of Stefan flow, and
effect of neighboring particles have been made. However, most recent works
such as [13, 14, 15, 16] consider the constitutive models with an improve-
ment for Stefan flow effects based on a model developed for Stefan flow in
a quiescent environment. More surprisingly, no previous study has consid-
ered additional transport mechanisms in the boundary layer, such as Stefan
flow-driven advection and Dufour effects. Therefore, it is vital to know how
these models perform for the simulation of reactive particles in convective
flows using PP methods[17]. Especially it is important for model improve-
ments to elucidate what models predict better and the reasons for deviations.
Such studies are possible only through the comparison of PP method results
with results produced from fully particle-resolved simulations (both particle
interiors and the boundary layer), which are rare in the literature.

Char gasification is the rate-limiting step during gasification. Apart from
that, char gasification usually occurs in zone II, where the gasification reac-
tion is controlled by both pore diffusion inside the char particle and chemical
kinetics [18, 19, 20]. This makes the process harder to model in comparison
with zone I and zone III processes. Zone I is where the reaction rate is con-
trolled by chemical kinetics (diffusion is fast). Therefore, the reaction rate
can be modeled by the kinetics rate. The particle density is varying and the
diameter of the particle is constant. Zone III is where the reaction rate is
controlled by diffusion. Here, the kinetics are fast, and diffusion rates are
low, such that reactions occur only at the surface of the particle. Therefore,
the density is constant, and the diameter varies in zone III. The reaction rate
can be modeled by the mass transfer coefficient at the external surface of the
particle. In zone II, both particle diameter and density decrease with the
progress of the reactions. The apparent reaction rate of a char particle in
zone II depends on many parameters, such as particle size, porosity, pore size
distribution, diffusion rates of the gases into the pores, and intrinsic reac-
tion rate [21]. Therefore, detailed studies of char conversion in zone II would

3
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provide deeper insights into important parameters and modeling approaches.
The objective of this study is to identify and quantify the origins of in-

accuracies in the point-particle approach for char gasification modeling. We
carried out particle-resolved simulations of char particle gasification under
different conditions. Both the exterior and interior of the particle are re-
solved. A non-equimolar gasification reaction is considered to create a Stefan
flow. The results of simulations are compared with the point-particle ap-
proach. Then, we try to identify the differences between the two approaches
and the reasons behind the differences. Suggestions for improvements of the
point-particle approaches are made.

2. Methodology

2.1. Simulation case setup

Figure 1 shows the overall arrangement of the simulation cases. Particle-
resolved simulations were carried out for a particle undergoing on single
heterogeneous reaction (C + CO2 → 2CO). The particle is considered an
infinitely long cylinder immersed in a uniform flow of bulk fluid consisting
of N2 and CO2. Homogeneous reactions in the fluid are neglected. The
particle is stationary and the bulk fluid enters the domain at slip velocity
between the particle and the bulk fluid. Simulations were carried out for 6
cases representing the combinations of high and low values of the; Reynolds
number, Stefan Reynolds number, and effectiveness factor. The upper and
lower limits for these parameters were selected based on the realistic ranges
in entrained-flow biomass gasification (EFBG). Table 1 shows details of the
six cases. Table 2 shows the common parameters for all the simulation cases.
The same parameters were later used also in the point particle simulations.
The details of particle-resolved simulations are described in our previous work
[22]. Therefore, only the point-particle calculation methodology is discussed
in this paper.

2.2. Point particle model

2.2.1. Conservation of enthalpy and mass of the particle

Enthalpy of the particle varies due to diffusion of heat in the boundary
layer (convective heat transfer), radiative heat transfer with the walls of the
reactor, enthalpy changes due to the Boudouard reaction, advective heat
transfer due to the Stefan flow and enthalpy transfer due to diffusion of gas

4

5663578_Inlaga.indd   1685663578_Inlaga.indd   168 2022-11-21   10:112022-11-21   10:11



Figure 1: Overview of the simulation domain.

Table 1: List of parameters that were varied for different simulation cases. Effectiveness
factor (η), particle Reynolds number (Re), and Stefan Reynolds number (ReSf ) are the
values estimated from the results of the resolved particle simulation.

T∞ p∞ dp U∞ YCO2,∞ η Re ReSf
Case (K) (atm) (µm) (m/s) (-)

1 1999 1.807 189.3 0.45 0.512 0.23 0.5 0.09
2 1999 1.807 189.3 2.70 0.512 0.44 3.0 0.03
3 1851 4.201 442.6 0.44 0.512 0.21 3.0 0.04
4 1891 4.506 97.21 0.32 0.512 0.74 0.5 0.08
5 1891 4.506 97.21 1.93 0.512 0.69 3.0 0.02
6 1735 7.672 228.1 0.32 0.99 0.58 3.0 0.03

species (Dufour effect), such that the particle temperature evolution is given
by:

5
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Table 2: Common parameters used for all the simulation cases.

Type Parameter Value Unit

Char ρc 1200 kg m−3

λc 0.13 W m−2 s−1

cp,c 1500 J kg−1 s−1

ϵ0 0.7917 -
τ0 1.2632 -
dpore 250× 10−9 m
ψ 1 -

Reaction kinetics [23] EA 2.62× 105 J mol−1

A 1.19× 109 s−1 MPa−n

n 0.46 -
∆H0 17.78× 105 J kg−1

Radiation α 0.8 -

[ϵρgcp,g + (1− ϵ)ρccp,c]Vp
dTp

dt
= hAp(T∞ − Tp) + σαAp(T

4
w − T 4

p )

−RC∆H −QSf −QDufour,
(1)

where ρg is the gas density inside the particle, cp,i are specific heat of gas
(i = g) and char (i = c) inside the particle, h is heat transfer coefficient, Ap

is the external surface area of the particle, T∞ and Tw are far-field gas and
wall temperature, σ is Stefan-Boltzman coefficient, and α is the emissivity.
Heat of reaction is temperature dependent, and expressed as:

∆H = ∆H0 +
∑

i

(νi,Boud
Wi

WC

∫ Tp

T0

cp,i dT ), (2)

where ∆H0 is the heat of reaction at the standard temperature, νi is the
stoichiometric coefficient of species i, Wi is the molar mass of species i and
Wi is the molar mass of char. The advective transport of heat by the Stefan
flow is expressed as:

QSf = RC

Wg,Tp

WC

∫ Tp

T0

cp,gdTp. (3)
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The dofour term is the enthalpy transfer due to gas species diffusion to/out
of the particle;

QDufour =
∑

i

max

{
0, hm,i(Ci,p − Ci,∞)Ap

∫ Tp

T0

cpdT

}

−
∑

i

max

{
0, hm,i(Ci,∞ − Ci,p)Ap

∫ T∞

T0

cpdT

} (4)

where hm,i (see Eq.14 for details) is the mass transfer coefficient of gas species
i, and Ci,p and Ci,∞ are gas concentration of species i at particle surface and
far-field, respectively.

The mass fraction of gas species inside the particle was calculated from
the species balance considering convective mass transfer, consumption or
generation by reactions, and advective transport by Stefan flow as:

ϵρgVp
dYi,p

dt
= hm,iWiAp(Ci,∞ − Ci,p) + νi,Boud

Wi

WC

RC −Mi,Sf , (5)

where Yi,p is the mass fraction of species i inside the particle, hm,i is the mass
transfer coefficient of species i on a molar basis, Ci is the concentration of
species i, and the advective transport of species by the Stefan flow is given
by:

Mi,Sf =

(∑

i

νi,Boud

)
RC

Wg,p

WC

Yi,p. (6)

2.2.2. Heat and mass transfer coefficients

Heat transfer coefficient without the effect of Stefan flow was calculated
by:

h0 = Nuλg,∞/dp, (7)

where the Nusselt number was calculated based on Whitaker [6] as:

Nu = (0.4Re
1
2∞ + 0.06Re

2
3∞)Pr∞

0.4(
µ∞
µp

)
1
4 . (8)

Reynolds and Prandtl numbers were calculated from:

Re∞ =
ρ∞U∞dp

µ∞
, (9)

7
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and
Pr∞ =

cp,∞µ∞
λ∞

, (10)

where subscript ∞ represents the gas properties based on far-field conditions
and p based on particle conditions.

Mass transfer coefficient without the effect of Stefan flow was calculated
by:

hm0,i =
DiN2Shi

dp
, (11)

in m s−1, and DiN2 is the binary diffusion coefficient between N2 and species
i. The Sherwood number is also calculated based on the Whitaker model:

Shi = (0.4Re
1
2∞ + 0.06Re

2
3∞)Sc0.4i,∞(

µ∞
µp

)
1
4 , (12)

where Schmidt number was calculated from:

Sci,∞ =
µ∞

ρ∞DiN2,∞
. (13)

Parameters with sub-script ∞ are calculated based on temperature (T∞),
CO2 mass fraction (YCO2,∞), and CO mass fraction (YCO,∞), all at far-field
conditions.

The effects of Stefan flow were considered for both heat and mass transfer
coefficients as [24]:

hi = h0i ·
ϕStf,i

eϕStf,i − 1
, (14)

where the correction term for the heat transfer coefficient was calculated as:

ϕStf,th =
1

h0

RCcp,g
πdp

, (15)

and that for mass transfer coefficient was calculated as:

ϕStf,mass,i =
ṅtotal

h0,mass,i

, (16)

where

ṅtotal =
RC

WCAp

(∑

i

νi,Boud

)
. (17)

8
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2.2.3. Reaction rate

The rate of carbon consumption by the Boudouard reaction, RC in kg
s−1, is calculated from the particle conversion, Xp, the initial void fraction of
the particle, ϵ0, the true density of char, ρc, and the volume of the particle,
Vp, as:

RC =
dmc

dt
= (1− ϵ0)ρcVp ·

dXp

dt
. (18)

The conversion rate considers the effects of intra-particle diffusion via the
effectiveness factor as [23, 25]:

dXp

dt
= η · kc · f(Xp), (19)

where η is the effectiveness factor. An Arrhenius type expression with n-th
order model was applied for the rate constant, kc, as:

kc = A exp

(
− EA

RTp

)
pnCO2,p

, (20)

where A is the pre-exponential factor, EA is the activation energy, R is
the ideal gas constant, Tp is particle temperature, and pCO2,p is the partial
pressure of CO2 at the particle surface. The structure-function, representing
the change of the specific surface area from the initial value is given by:

f(Xp) =
ρp
ρp,0

√
1− ψ log

(
ρp
ρp,0

)
, (21)

where ψ is the structure parameter determined form the initial pore structure.
The effectiveness factor for the cylinder particles can be calculated as:

η = fc
1

ϕ
· I1(2ϕ)
I0(2ϕ)

, (22)

where fc is the correction factor as suggested in [26] and Ii(a) is the modified
Bessel function of i-th kind [27]. The Thiele modulus, ϕ, is calculated as [27]:

ϕ =
dp
4

√
(n+ 1)

2De,CO2

kcf(Xp)ρchar(1− ϵ0)

WC

RT

pCO2

, (23)

where De is the effective diffusion coefficient of the porous particle. Calcula-
tion of De is shown in Appendix B.

9
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2.2.4. Variation of particle diameter and density

The particle diameter is constant until the conversion at the surface of
the particle is converted to a critical value of 99%. The surface conversion
was calculated in parallel through the integration of local conversion rate at
the particle surface as:

dXs

dt
= kc · f(Xs). (24)

Once Xs reached critical conversion (95% in this study), the particle size is
calculated based on [19]:

drp
dt

=
dmp

dt

1− η

2πrpρp
, (25)

where the particle density is calculated as:

dρp
dt

=
dmp

dt

η

πr2p
. (26)

2.2.5. Calculation procedures

After deciding the time step for the point-particle calculations, tempera-
ture and gas species mass fractions were calculated using Eq.1 and 5. Then all
the time-varying parameters were calculated using the Euler-explicit method
at each time step. The more detailed sequence of point-particle calcula-
tions can be found in Appendix D. The point-particle results were compared
with volume-averaged parameters from particle-resolved simulations for the
6 cases in Table 1.

3. Results and Discussion

3.1. The comparisons of the point-particle and resolved-particle approaches

Simulation results from the point-particle approach (PPS) and resolved-
particle approach (RPS) were compared with respect to particle diameter
(dp), particle temperature (Tp), gas composition (Yi,p), char conversion (Xp),

char conversion rate (dXp

dt
) and the effectiveness factor (η). The data from

RPS were averaged over the entire particle volume (volume-averaged) and
over the external curved surface of the particle (surface-averaged). Changes
in particle diameter from RPS were evaluated as the average distances be-
tween the initial center of the particle and the surface at the front, side, and
back of the particle. It should be noted that cases 1− 3 have lower η values
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(0.2− 0.4) than cases 4-6 (0.6− 0.7). Here, we call the cases 1− 3 as ”low η
cases” and the cases 4− 6 as ”high η cases” .

Figure 2 shows char conversion plotted against time and char conversion
rate plotted against char conversion for all the cases as a comparison between
the RPS and the PPS. All the cases show a significant difference between two
approaches. The predictions by the PPS and the RPS are closer to each other
in high η cases (Fig. 2c) than in low η cases (Fig. 2a). Moreover, the PPS
underestimate conversion rates for high η cases while they overestimate the
conversion rates for low η cases. It indicates the existence of at least two
sources of errors in the PPS.
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Figure 2: Time vs. char conversion (a and c) and char conversion vs. conversion rate (b
and d). Solid lines - RPS; Dashed lines - PPS.

Another interesting observation is that the deviation of the PPS from
the RPS is most profound for cases 1 and 4. The common properties of the
case 1 and the case 4, apart from the particle Reynolds number, are high
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ratios of Stefan Reynolds number to particle Reynolds number (ReSf/Re ≈
0.16−0.18). The ratios for other cases were ReSf/Re ≈ 0.007−0.013, which
are one order of magnitude lower than cases 1 and 4.

Figure 3 shows the effectiveness factor plotted against char conversion.
The effectiveness factor of RPS here was calculated as the ratio between
the sum of the local reaction rates from the simulations and the reaction
rate based on the surface averaged temperature, mass fractions of the gas
species, and average particle conversion (see Appendix E for more details).
It clearly depicts that the PPS overestimate the effectiveness factors. The
relative differences become more pronounced at lower η cases. It explains the
overestimation of the conversion rate by the PPS at low η cases as it directly
affects the conversion rates as shown in Eq. 19. Several potential reasons
exist for overestimating the effectiveness factors in the PPS. Firstly, the PPS
do not consider the change of temperature inside the particles even though it
considers mass diffusion resistance. Reactions in this study are endothermic,
and they can lower the internal particle temperatures. Therefore, in reality,
the effectiveness factor can result in a much lower value than the model in the
PPS with uniform temperature assumption. Secondly, the effectiveness factor
in the PPS was developed based on the mass diffusion through quiescent
gas inside the pores. In reality, the non-equimolar reactions create the net
outgoing flows, which can increase the diffusion resistance.
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Figure 3: Effectiveness factor variation as a function of char conversion for low η cases (a)
and high η cases (b). Solid lines - RPS; Dashed lines - PPS.

As previously discussed in our studies [19, 18], the errors in the esti-
mations of the effectiveness factor may result in the error in particle size
prediction. Figure 4 shows the change of particle diameter at different char

12

5663578_Inlaga.indd   1765663578_Inlaga.indd   176 2022-11-21   10:112022-11-21   10:11



conversions as the comparison of the PPS and RPS. The onset of particle
shrinkage in the PPS was much later in char conversion than the RPS. This is
reasonable because the PPS overestimated the effectiveness factors (Fig. 3),
which delays the start of shrinkage with respect to char conversion [19, 18].
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Figure 4: Normalized particle diameter variation with char conversion for low η cases(a)
and high η cases (b). Solid lines - RPS; Dashed lines - PPS. The diameter is normalized
with the initial diameter of each case. Each case has three plots based on the diameter
variation of the front, side, and back of the particle. In the future, diameter is referred to
as the average of the three diameters.

Figure 5 shows the normalized particle temperature, θ = Tp/T∞, as a
function of char conversion. The temperature was normalized because each
case has a different far-field temperature. The volume-averaged temperature
was calculated based on the temperature field over the particle of the RPS.
All the data show a similar general trend; the particle temperature quickly
rose to around 90% of the far-field temperature and slowly increased toward
the far-field temperature toward the end of the conversion. In all the cases,
the particle temperatures from the PPS are lower than those from RPS.
The difference was more significant for the cases with low η, which tends to
have higher temperature difference inside the particle. The results clearly
show that the heat of the reaction was large enough to affect the particle
temperature. The difference in the particle temperature is quite important
for the estimation of conversion rate as it is very sensitive to the temperature
(Eq. 20). In fact, conversion rates of the high η cases from the PPS are lower
than the RPS (Fig. 2d) despite overestimating the effectiveness factors by
two-fold (Fig. 3b).

The PPS calculates the effectiveness factor to account for the effects of
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Figure 5: Volume averaged temperature variation with char conversion. Solid lines - RPS;
Dashed lines - PPS. Temperature is normalized with a far-field temperature of each case.

mass diffusion resistance under the assumption that the particle temperature
is uniform. To have a better understanding of the gasification conditions in-
side the particle, contour plots of temperature from RPS are studied. Figure
6 shows the temperature contours for cases 1 and 4 at different char conver-
sions. These cases have high ReSf/Re ratios while case 1 has low η and case
4 has high η. It is apparent that there are non-negligible temperature gradi-
ents within the particle at all the conversion stages (Xp = 0.1− 0.8) for both
cases. In addition, case 1 (low η) shows asymmetric temperature distribution
with the front side of the particle having lower temperature, indicating more
intense reaction zones there. It is also an indication that the consumption of
reactant gas (CO2) at the front of the particle may affect the reactions at the
back of the particle. Such phenomena have not been considered even with
three-dimensional particle models in recent studies [28] because the direction
of bulk gas flows are not considered in such studies. Case 1 (Fig. 6a) has
about 50 K, and case 4 (Fig. 6b) has about 70 K of temperature difference
within the particle, which results in the variation of local rate constant by
60− 80%. All the cases in Table 1 have shown temperature differences close
to or more than 50 K within the particle at the char conversions of 0.1− 0.8.
Temperature contours of the other 4 cases are presented in Appendix C.

Figure 7 shows the contours of CO2 mass fraction (YCO2) for the cases 1
(low η) and 4 (high η). It is very clear that CO2 mass fraction inside the
particle is almost zero for case 1. We could say that there is strong diffusion
resistance, and all the CO2 that reaches the particle surface is consumed by
reactions near the particle surface, which is similar to the zone III conditions.
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Figure 6: Temperature contours of case 1 (a) and case 4 (b) of the normalized temperature
(T/T∞, where T is the temperature at each point of the particle surface). Both cases have
similar Reynolds numbers. Case 1 has low values of effectiveness factor, and case 4 has
high values.

In fact, there is a low-temperature region near the particle surface (see Fig.
6) because of the heat of the reaction. To get a clearer idea about what
is happening inside the particle with the reaction, Fig. 8 shows CO mass
fraction (YCO) contours for the cases 1 and 4. CO (reaction products) is
most likely generated near the external surface of the particle for case 1.
The uniform CO distribution in case 1 shows that it has not only produced
outward Stefan flow but also diffused inward and accumulated inside the
particle.

Case 4 (high η) has non-zero but lower YCO2 inside the particle than at the
particle surface. CO (reaction products) is most likely generated throughout
the particle. The CO generated at the outer region of the particles may
diffuse or advect outward from the particle and create a non-uniform YCO

profile inside the particle.
The PPS assumes uniform temperatures within the particle, which did

not happen in the RPS for the cases simulated in this work. In addition,
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Figure 7: CO2 mass fractions contours of case 1 (a) and case 4 (b). Both cases have
similar Reynolds numbers. Case 1 has low values of effectiveness factor, and case 4 has
high values.

effectiveness factor (η) correlations do not consider the convective effects due
to reactions (Stefan flow) inside the particle. Finally, the 3D effects (asym-
metrical thermophysical parameters inside the particles) are not considered
in the PPS. These assumptions can be identified as potential sources of de-
viations between the results of the RPS and PPS. In addition, the deviation
of particle temperature between the RPS and PPS (see Fig. 5) throws doubt
upon the accuracy of external heat transfer models. The next section is ded-
icated to studying possible deviations between the two approaches in detail.

3.2. Origins of deviations between RPS and PPS

The simulation with a point-particle approach (PPS) applies various sub-
models and assumptions. Simulation with resolved particle approach (RPS)
eliminates the use of some of the models and solves directly by numerical
simulations, which are much closer to reality than the PPS. Therefore, the
RPS results can be used to identify the sources of inaccuracies of the PPS.
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Figure 8: CO mass fractions contours of case 1 (a) and case 4 (b). Both cases have similar
Reynolds numbers. Case 1 has low values of effectiveness factor, and case 4 has high
values.

When used to model a reacting particle with a Stefan flow, the possible error
sources can be listed as follows based on findings of the previous section and
by studying the PPM equations:

1. 3D/2D asymmetry within the particle due to the effects of external
flows

2. non-uniform temperature within the particle

3. neglecting the effects of convective flow inside the particle

4. external heat and mass transfer from/to the particle

In order to gain insights into these potential errors, we have carried out the
following procedures to test the significance of some of the uncertainties:

1. RPS with significantly high thermal conductivity of char to examine
the effects of non-uniform temperature within the particle,

2. PPS using particle surface-averaged temperature from the RPS results
instead of solving Eq. 1 to examine the effects of the uncertainty in
external heat transfer models,
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3. PPS using particle surface-averaged YCO2 from the RPS instead of solv-
ing Eq. 5 to examine the effects of deviations due to external mass
transfer models of CO2,

4. PPS using both particle surface-averaged temperature and YCO2 to ex-
amine the uncertainty in internal particle phenomena independent of
external processes except for the 3D asymmetry

Remaining uncertainties, such as the effects of intraparticle convective flow
due to Stefan flow and 3-D/2-D asymmetry due to the interaction between
internal and external phenomena, were set to be outside the scope of this
work, and they will be addressed in future work by comparing the results
with, for example, 1D particle models. The above 5 tests were carried out for
case 4 (high η case with highest ReSf/Re ratio). Char conversion was plotted
against time while other parameters such as conversion rate, effectiveness
factor, normalized particle diameter, particle temperature, and CO and CO2

mass fraction were plotted against char conversion.

3.2.1. Non-uniform temperature inside the particle

Figures 9 and 10 show the comparisons between an ordinary RPS, a RPS
with 100 times higher thermal conductivity of char, and PPS for case 4.
The high conductivity RPS made an almost uniform temperature within the
particle, which is in line with the underlying assumption of the PPS. However,
the conversion rates of the high conductivity RPS (green-dashed-dot line in
each figure) deviated more against the PPS than the ordinary RPS (black-
solid line in each figure). The surface temperature of the ordinary RPS
is higher than the average particle temperature, and reduces the external
heat transfer due to conduction through the boundary layer. Therefore,
the high conductivity RPS gives higher particle temperature (see Fig. 10a).
Meanwhile, the effectiveness factor of the ordinary RPS, when considering
only the distribution of YCO2 , is slightly higher but comparable to that of the
high conductivity RPS. When the effects of the temperature is considered,
the effectiveness factor of the ordinary RPS becomes significantly lower than
the high conductivity RPS. Hence, the high conductivity RPS results in a
faster char conversion rate (see Fig. 9a and 9b).

When looking closely at the particle temperature and mass fractions of
CO2 and CO (Fig. 10), the PPS underestimates the particle temperature
and YCO while it overestimates YCO2 . The application of high conductivity
RPS makes the deviation between the RPS and PPS even larger. It means
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Figure 9: Comparison of resolved-particle approaches (RPS) with ordinary conductivity
for char, RPS with high conductivity for char, and point-particle approach (PPS). (a) Time
vs. char conversion. (b) Char conversion vs. char conversion rate. (c) Char conversion vs.
effectiveness factor. Black-dashed lines is ηreal and black-solid line is ηCO2,based

for RPS
(Appendix E for more details). (d) Char conversion vs. normalized particle diameter.

that the external heat transfer models used in the PPS underpredict the heat
transfer rates while the external mass transfer models for the PPS overpredict
the mass transfer rates.

In summary, uniform particle temperature assumption alone cannot ex-
plain the reason why the PPM cannot reproduce the conversion rates pre-
dicted from the RPS. It is highly likely that the two sources of errors, that is,
the underestimation of external heat transfer rates and the uniform particle
temperature assumptions, cancel their effects on conversion rates. Therefore,
the current test does not give an individual insight of non-uniform tempera-
ture effects. Therefore, we will look further on the performance of PPS when
removing the inaccuracies of external heat and mass transfer models.
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Figure 10: Comparison of resolved-particle approaches (RPS) with ordinary conductivity
for char, RPS with high conductivity for char, and point-particle approach (PPS). (a)
Char conversion vs. volume-averaged particle temperature. (b) Char conversion vs. CO2

mass fraction. (c) Char conversion vs. CO mass fraction.

3.2.2. External heat transfer

When we use the average surface temperature from the RPS results in
the PPS instead of solving the energy equation (Eq. 1), we can remove
the inaccuracies created from the errors in the model terms for external heat
transfer. The terms in question are heat transfer coefficient (h), the advective
term due to Stefan flow (QSf ), and Dufour terms (QDufour). Figures 11
and 12 examine how the PPS results improve by using the surface averaged
temperature from the RPS results.

The largest improvement is in gas mass fractions (see Fig. 12b and 12c)
although it can simply be the coincidence, considering the large deviation
in the prediction of char conversion (Fig. 11a). High consumption (over-
prediction) of the CO2 and CO production in the particles is most likely
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Figure 11: Comparison of the resolved-particle approach (RPS), the point-particle ap-
proach (PPS), and the PPS using average surface temperature from the RPS instead of
Eq. 1. (a) Time vs. char conversion. (b) Char conversion vs. char conversion rate. (c)
Char conversion vs. effectiveness factor. Black-dashed lines is ηreal and black-solid line
is ηCO2,based

for RPS (Appendix E for more details). (d) Char conversion vs. normalized
particle diameter.

compensated with the previously discussed overprediction of external mass
transfer rates. When looking at particle temperature (Fig. 12a), the particle
average temperature of the RPS is slightly lower than that of the surface-
averaged temperature used in the PPS. The PPS with the given surface
temperature shows a comparable effectiveness factor (Fig. 11c) to the RPS
with the consideration of YCO2 variation only. It is still higher than the effec-
tiveness factor of the RPS with the consideration of both temperature and
mass fraction variations inside the particle. From these results, we can in-
terpret that the deviation of the conversion rate originated from the failure
of the PPM in considering the drop in the temperature inside the particle.
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Figure 12: Comparison of the resolved-particle approach (RPS), the point-particle ap-
proach (PPS), and the PPS using average surface temperature from the RPS instead of
Eq. 1. (a) Char conversion vs. volume-averaged particle temperature. (b) Char conver-
sion vs. CO2 mass fraction. (c) Char conversion vs. CO mass fraction.

Then, questions about the external heat transfer rates arise. The inac-
curacies must be originated from the errors in h, QSf , or QDufour. We can
examine the contribution of terms QSf , QDufour, Mi,Sf by removing them
from Equations 1 and 5. The effect of the Nusselt number (Nu) can be ex-
amined by replacing model-based Nu with Nu calculated from RPS. Figure
13 shows the volume-average temperature when the terms are removed (QSf ,
QDufour, Mi,Sf ) or replaced by values from RPS (Nu). It shows that the ef-
fects of terms QSf , QDufour, Mi,Sf are negligible compared to the effect of
the Nusselt number. This can be seen from the improvement in the particle-
averaged temperature by using Nu from RPS. We could say the rest of the
deviation of the temperature could be due to hot gas entering the particle or
something missing in the calculations.
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Figure 13: Comparison of the particle temperature from resolved-particle approaches
(RPS) with point-particle approach (PPS) using different approaches. The exclusions
of heat and mass transfer by advection due to Stefan flow, PP-w/o (QSf+Mi,Sf ), the ex-
clusion of Dufour term, PP-w/o QDufour, and the use of Nusselt number extracted from
the RPS, PP-Nu∞,RP , in Eq. 1 and Eq. 5 were considered.

3.2.3. External mass transfer

As discussed in the previous section, the PPS seems to tend to overpredict
mass transfer rates of CO2. By eliminating the inaccuracy of external mass
transfer rates, we can evaluate how errors of PPM in external heat transfer
and uniform temperature assumption inside the particle compensate each
other. Hence, we compared the PPS and RPS results with PPS results using
the surface-averaged mass fraction of CO2 from the RPS instead of solving
Eq. 5 for CO2 in this section. Figures 14 and 15 shows the comparison of
results from the RPS and PPS with the PPS using given CO2 mass fraction.

Instant observation is that the PPS results with the given mass fraction
of CO2 show a very close char conversion rate and particle temperature to
those from RPM results. However, a large deviation from the RPS remains
for the effectiveness factor, CO gas composition, and particle size changes.
The deviation of CO is relatively expected because overprediction of the
mass transfer rates of CO is not adjusted in the model. The PPS with the
given mass fraction of CO2 showed a higher effectiveness factor than the
RPS, while their conversion rates showed similar values. This can be due to
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Figure 14: Comparison of resolved-particle approaches (RPS), point-particle approach
(PPS), and PPS using the average surface mass fraction of CO2 from RPS instead of
solving Eq. 5. (a) Time vs. char conversion. (b) Char conversion vs. char conversion rate.
(c) Char conversion vs. effectiveness factor. Black-dashed lines is ηreal and black-solid line
is ηCO2,based

for RPS (Appendix E for more details). (d) Char conversion vs. normalized
particle diameter.

the compensation of the high effectiveness factor in PPS with non-uniform
temperature in RPS. In conclusion, it is a coincidence that the reaction rates
of the two simulation results show a negligible difference in this case. The
difference in conversion rates may become apparent under different reaction
conditions, especially at different effectiveness factors.

3.2.4. Intra-particle heat and mass transfer

When the PPS is carried out by using both surface-averaged particle
temperature and CO2 mass fraction from the RPS, we can eliminate the in-
accuracy of external heat and mass transfers. The comparison of PPS results
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Figure 15: Comparison of resolved-particle approaches (RPS), point-particle approach
(PPS), and PPS using the average surface mass fraction of CO2 from RPS instead of
solving Eq. 5. (a) Char conversion vs. volume-averaged particle temperature. (b) Char
conversion vs. CO2 mass fraction. (c) Char conversion vs. CO mass fraction.

with such treatment with the RPS results can highlight the inaccuracies in
the intra-particle transport phenomena. Figures 16 and 17 show the results
of such simulation cases, i.e., the PPS using the pre-determined particle tem-
perature and CO2 mass fraction as surface averaged values in RPS results.

The effectiveness factor from the PPS using the given temperature and
YCO2 shows a relatively similar value as the effectiveness factor of the RPS
considering only the variation of YCO2 inside the particle (i.e., no considera-
tion of the effects of the temperature or local conversion variation). Never-
theless, the effectiveness factor of the PPS is slightly higher than that of RPS
without temperature consideration. One potential reason for this deviation is
the outward convective flow inside the particle. The effectiveness factor used
in the PPS was developed based only on mass diffusion and without convec-
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Figure 16: Comparison of resolved-particle approaches (RPS), point-particle approach
(PPS), and PPS using the average surface mass fraction of CO2 and average surface
temperature from RPS instead of solving Eq. 5 and Eq. 1. (a) Time vs. char conversion.
(b) Char conversion vs. char conversion rate. (c) Char conversion vs. effectiveness factor.
Black-dashed lines is ηreal and black-solid line is ηCO2,based

for RPS (Appendix E for more
details). (d) Char conversion vs. normalized particle diameter.

tive flows due to non-equimolar equations. When the real effectiveness factor
of the RPS is used as a reference, the difference becomes more significant,
which indicates that the effect of non-uniform temperature is larger than the
effects of internal convective flows.

The PPS results do not indicate any onset of the decrease in particle
size for this condition as well. The point particle approach does not include
the effect of the non-uniform temperature inside the particle. This intrinsic
inaccuracy makes the effectiveness factor of PPS always deviate from that of
reality (or RPS) as long as the heat of the reaction is not zero. Therefore, it
is reasonable that the PPS overestimates the critical conversion for the onset
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Figure 17: Comparison of resolved-particle approaches (RPS), point-particle approach
(PPS), and PPS using the average surface mass fraction of CO2 and average surface
temperature from RPS instead of solving Eq. 5 and Eq. 1. (a) Char conversion vs.
volume-averaged particle temperature. (b) Char conversion vs. CO2 mass fraction. (c)
Char conversion vs. CO mass fraction.

of particle shrinkage.
None of the tests discussed in sections 3.2.2-3.2.4 did not improve the

prediction of variation in particle diameter. One reason is the inability of
PPS to consider the effects of non-uniform porosity inside the particles caused
by earlier stages of reactions for zone II conditions. When the effectiveness
factor is significantly lower than unity, the porosity near the particle surface
becomes higher than the particle core. Therefore, the inherent assumption
of the effectiveness factor, that is, the uniform porosity inside the particles,
increases the effectiveness factor at the later stage of conversion than the
reality. This deviation can result in a delay in the onset of particle shrinkage
by PPS.
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4. Conclusions

A series of simulations using the resolved particle and point particle ap-
proaches highlighted a few important sources of inaccuracies when applying
the point particle approach. None of the tests made the results of resolved
particle approach (RPS) and point particle approach (PPS) match perfectly.

Analyses of external heat and mass transfer showed that existing models
of external heat transfer underestimate and those of external mass transfer
overestimate their rates. The overall effects of external heat and mass transfer
are dominated by the low particle temperature prediction, mainly due to the
strong temperature dependence of reaction rates.

Dominant source of inaccuracies for the intra-particle heat and mass
transfer is the effects of non-uniform temperature distribution, i.e., lower
particle temperature due to endothermic reactions. Since the effectiveness
factors commonly applied in char conversion models do not consider the
effects of non-uniform temperature, the PPS always overestimates the ef-
fectiveness factor. The inaccuracy in predicting the effectiveness factor also
results in the inability to predict the particle size changes.

When the inaccuracies of both external and internal heat and mass trans-
fer are considered, the eventual outcome is dependent on the effectiveness
factor because of the shift in their relative importance. When the effective-
ness factors are relatively large (close to zone I conditions), the errors in
external heat transfer dominate the overall conversion rates. When the ef-
fectiveness factors are smaller (near zone III conditions), the inaccuracy of
using uniform particle temperature becomes more important, and the PPS
tends to overestimate the conversion rates. Interestingly, this study sheds
light on many occasions when one or more parameters from the PPS results
agreed very well with the RPS, solely by the coincidence of two or more
errors canceling each other. It strongly suggests that the accuracy of the
point particle approach shall be examined thoroughly by comparing several
parameters, preferably at a wide range of reaction conditions.

Other potential sources of errors, such as the 2D/3D asymmetry and
intra-particle convective flows, were also identified. Future studies should
include comprehensive comparisons of several different modeling approaches,
such as the point particle approach, one-dimensional particle model, and
multi-dimensional resolved-particle model with and without the direct solu-
tion of external flows.
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Appendix A. Thermophysical property calculation

Appendix A.1. Dynamic viscosity

Dynamic viscosity of a gas component i (µi), is calculated using Suther-
land formula:

µi =
As,i

√
T

1 +
Ts,i

T

, (A.1)

where As and Ts are constants. The viscosity of the gas mixture is calculated
as follows;

µ =
Ns∑

i=1

Xiµi

ΣNs
j=1Xjϕij

, (A.2)

where Xi is molar fraction of gas component i, Ns is number of gas compo-
nents and ϕij is calculated as follows;

ϕij =
1√
8

(
1 +

Mi

Mj

)−1/2
{
1 +

(
µi

µj

)1/2 (
Mj

Mi

)1/4
}2

, (A.3)

where Mi is molar mass of gas component i.

Appendix A.2. Density of the fluid

Density is calculated using state equation for the gas mixture:

ρ =
pM

RT
, (A.4)

where p is the pressure at the outlet boundary of the simulation domain and
M = ΣNs

i=1miXi.

Appendix A.3. Thermal conductivity

Thermal conductivity of a gas component i (λi) is calculated using:

λi = Rcp(a0,i + a1,iT + a2,iT
2 + a3,iT

3 + a4,iT
4), (A.5)

and mixture gas density (λg) is calculated based on molar averaging :

λ =
1

2

(
Ns∑

i=1

Xiλi +
1

ΣNs
i=1Xi/λi

)
. (A.6)
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Appendix A.4. Specific heat capacity

Specific heat capacity of gas component i (cp,i), is calculated using JANAF
tables [29]:

cp,i = b0,i + b1,iT + b2,iT
2 + b3,iT

3 + b4,iT
4 (A.7)

where b0,i, b1,i, b2,i, b3,i, b4,i are constants for each gas. Specific heat capacity
of gas mixture (cp,g) is calculated based on mass averaging :

cp,g = Σ(Yicp,i). (A.8)
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Appendix B. Effective diffusion coefficient

Deff,i = [
1

Dm
i

+
1

DKn
i

]−1.
ϵ

τ
, (B.1)

where τ is tortuosity and DKn
i is Knudsen diffusion coefficient for gas com-

ponent i, due to pore diffusion inside the porous particle:

DKn
i =

dpore
3

√
8RT

πMi

(B.2)

where dpore is average diameter of the pores, Mi is molecular mass of gas
component i. Diffusion coefficient of i (Dm

i ) is [30] :

Dm
i =

1− Yi

Σj(j ̸=i)Xj/Dij

(B.3)

where Yi is mass fraction of gas component i and Xj is the molar fraction
of gas component j. Binary diffusion coefficient (Dij in m2/s) is calculated
based on Fuller-Schettler-Giddings equation [31]:

Dij =
0.1031T 1.75

√
1
Mi

+ 1
Mj

ptot((Σν)
1
3
i + (Σν)

1
3
j )

2
(B.4)

where Σνi is diffusion volume of i-th gas in 10−6m3/mol, Mi andMj in g/mol,
ptot is total pressure in pascal.

Tortuosity τ is considered to be varying linearly with solid phase conver-
sion:

τ = τ0 +XC(1− τ0), (B.5)

where τ0 is initial tortuosity.
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Appendix C. Temperature contours inside the particle
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(b)

Figure C.18: Temperature contours of case 5 (a) and case 2 (b). Both cases have similar
Re. η is in high range for case 5 and low range for the case 2.
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Figure C.19: Temperature contours of case 6 (a) and case 3 (b). Both cases have similar
Re. η is in high range for case 6 and low range for the case 3.

Appendix D. Calculation procedure of the point-particle method

The below sequence is carried out for the point-particle calculations. Dif-
ferent time steps (∆t) were tested for convergence of results.

1. Define time step (∆t), initial conditions (e.g., dp, ρp) and values (e.g., η, f(X)),
far-field conditions (e.g., U∞, T∞) and all constants necessary for calcu-
lations,

2. calculate all the thermo-physical properties using the models

3. calculate heat transfer coefficients and using enthalpy conservation of
the particle, calculate the new Tp at ∆t× i,

4. calculate mass transfer coefficients and using mass conservation of the
particle (each specie), calculate the new YCO, YCO2 at ∆t× i,,

5. calculate new effectiveness factor (η) based on analytical methods of
Thiele modulus, (Th) at ∆t× i,

6. calculate the mass conversion (Xc) at ∆t× i,

7. calculate the new diameter (dp) at ∆t× i,
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8. calculate the new density (ρp) at ∆t× i,

9. go to step 2 and repeat until step 8 for time, ∆t× (i+ 1).
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Appendix E. Calculation of effectiveness factor

Effectiveness factor (η) is:

η =
Actual overall particle consumption rate

Particle consumption rate at particle surface
. (E.1)

η can be calculated as follows based on RPS:

ηreal =
Σf(Xcell)kc,cellp

n
CO2,cell

ncellsf(Xavg)kc,surf−avgpnCO2,surf−avg

, (E.2)

where surf − avg is values based on averaging over the outer surface of the
particle. When it is important to know only the effect of gas composition,
we can calculate η as follows:

ηCO2,based
=

Σ(Xavg)kc,surf−avgp
n
CO2,cell

ncellsf(Xavg)kc,surf−avgpnCO2,surf−avg

. (E.3)
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