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a b s t r a c t

A hydrodynamic model for a full Chemical Looping Combustion (CLC) unit was established, and simula-
tions performed using the code NEPTUNE_CFD, which is based on an Euler-Euler approach. The unit is a
150 kWth pilot constructed at SINTEF Energy Research. Three-dimensional unsteady numerical simula-
tions were carried out for studying the local and instantaneous behavior inside the system, and its effect
on the mean quantities relevant to the process. Solid volume fraction, mass flow rate and phase velocities
were computed and analyzed. Comparison with experimental results showed that the pressure was glob-
ally well predicted. Two collision models were also investigated. The agitation between neighboring par-
ticles was found to be rather uncorrelated; for this reason, the two collision models led to almost the
same results. This work represents a hydrodynamic assessment of CLC using biomass as fuel. It allows
to provide insight in the flow within the system, with fairly moderate computational costs.

� 2022 Elsevier Ltd. All rights reserved.
1. Introduction rating CO2 from the combustion products with a very low energy
Chemical looping combustion (CLC) is a novel technology for
controlling the CO2 emission from combustion processes by sepa-
penalty (Lyngfelt et al., 2001). It is viewed as an economic method
for CO2 capturing due to the inherent CO2 separation. A CLC unit
mainly comprises a fuel reactor (FR), an air reactor (AR), cyclones,
loop seals and connecting devices. At pilot scale, CLC reactors are
mostly designed as two circulating fluidized bed (CFB) reactors
(e.g., the 100 kWth unit at Chalmers (Linderholm et al., 2016), the
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Nomenclature

Latin Symbols
CD drag coefficient
ds particle diameter
Ds;ij particle shear tensor
ec normal restitution coefficient
g gravity
g0 radial distribution function
I interphase momentum transfer
k gas turbulent kinetic energy
P pressure
Pfr
s frictional pressure

qgs fluid-particle velocity covariance
q2s particle fluctuant kinetic energy
~q2s correlated particle kinetic energy
Rg;ij turbulent-Reynolds stress tensor
Rep particle Reynolds number
Rs;ij particle kinetic stress tensor
u00 velocity fluctuation
U mean velocity
vr instantaneous relative velocity
Vr relative velocity
Vd drift velocity

Greek letters
a volume fraction
dij Kronecker symbol
dq2s uncorrelated contribution of the particle kinetic energy
e gas turbulent dissipation rate
egs fluid-particle covariance dissipation rate
f2gs correlation coefficient
g internal friction angle
Hs granular temperature
Hg;ij viscous stress tensor

Hs;ij collisional stress tensor
jeff
s particle effective diffusivity

jkin
s particle kinetic diffusivity

jcol
s particle collisional diffusivity

lg laminar dynamic viscosity
lfr
s frictional viscosity

mtg turbulent kinematic viscosity
mkins particle kinetic viscosity
mcols particle collisional viscosity
mtgs turbulent gas-particle viscosity
Pqgs interphase gas-particle covariance interaction term
Pqs interphase turbulent kinetic energy transfer rate
Pk

s!g interphase turbulent kinetic energy interaction term
Pe

s!g interphase turbulent dissipation rate interaction term
q densityP

;ij stress tensor
stg fluid turbulent time scale
stgs eddy-particle interaction time
sFgs mean particle relaxation time
scs inter-particle collision time
/s;ij frictional tensor

Abbreviation
AR air reactor
CFB circulating fluidized bed
CFD computational fluid dynamics
CLC chemical looping combustion
CLOU chemical looping with oxygen uncoupling
DEM Discrete Element Method
EMMS energy minimization multi-scale
FR fuel reactor
HPC high performance computing
OC oxygen carrier
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120 kWth unit in Vienna (Pröll et al., 2009), and the 1 MWth unit in
Darmstadt (Ströhle et al., 2014)). The oxygen is transported
between reactors by an oxygen carrier (OC) that is a solid phase
exchanging mass, momentum and heat with the gas phase. The
oxygen carrier reduced in the fuel reactor is regenerated in the
air reactor. The fuel conversion takes place in the fuel reactor
where N2 will not mix with the gaseous products (Mattisson
et al., 2018). This makes the CO2 separation possible by condensa-
tion of water, without resorting to any additional separation meth-
ods. This inherent feature of the process is the main strength of the
CLC technology.

Since it was first proposed, the CLC process using gaseous fuel
has been widely developed and studied in different forms and by
different approaches (Li et al., 2017), including computational fluid
dynamics (Wang et al., 2014; Hamidouche et al., 2019). For solid
fuels, the process is more challenging because it involves many
additional mechanisms, including pyrolysis, gasification, unsteady
feeding of solid fuels and separation of partially converted fuel par-
ticles and oxygen carriers (Lyngfelt, 2014). To improve fuel conver-
sion and ensure efficiency in capturing CO2, the CLC system may
indeed require some changes to accommodate the solid fuel, as
the addition of an external carbon stripper (Markström et al.,
2013; Abad et al., 2020), or the realization of new reactor designs
(Berguerand and Lyngfelt, 2008; Kim et al., 2013; Penthor et al.,
2016; Haus et al., 2020). CLC can also resort to the use of CLOU
(chemical-looping with oxygen uncoupling) materials, which
2

improve conversion efficiency thanks to their ability to release
oxygen in gas phase (Pérez-Vega et al., 2020). Several experimental
works have been carried out to characterize the behavior of the
solid-fuel CLC process (Leion et al., 2008; Ströhle et al., 2015) and
inherent reactions (Cao et al., 2006; Siriwardane et al., 2009;
Abad et al., 2011). The power of existing CLC units range from
500 Wth to 3 MWth (Lyngfelt and Linderholm, 2017). Such units
use different solid fuels, as coal (Abad et al., 2015) or biomass
(Shen et al., 2009), together with different oxygen carriers, as ilme-
nite (Thon et al., 2014), hematite (Ma et al., 2018), or manganese
ore (Pérez-Astray et al., 2020), for example. The complexity of
the solid-fueled CLC concept makes its modeling and design a real
challenge.

With the continuous development of supercomputers and their
increasing performance, numerical approaches are becoming more
and more powerful for studying industrial applications at the con-
ception stage or processes that need retrofitting. Nowadays, the
Computational Fluid Dynamics (CFD) benefits from High Perfor-
mance Computing (HPC) systems based on massively parallel
architectures, which make its use possible even at industrial scale.
In particular, unsteady numerical simulations have the advantage
to give access to the local and instantaneous fields inside the sys-
tem. This feature makes the unsteady numerical approach very
useful to reproduce the characteristics of a process or salient parts
of it, providing complementary information to the experimental
research. For this reason, numerical studies have increased signif-
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icantly in recent years, including on CLC technology. An overview
of numerical works on CLC is provided by a recent review of
Shao et al. (2021). Only some of them concern solid-fueled CLC sys-
tems. The 2D numerical simulation, which has successfully been
used over the years for reproducing crucial parts of the CLC (see,
e.g., Mahalatkar et al. (2011)) or the entire loop (Su et al., 2015),
is leaving the place to the 3D numerical simulation (see May
et al. (2018) as an example) which is more representative of the
complex structures of the flow due to the three dimensional nature
of its behavior (turbulent conditions, loss of symmetry close to
injections, etc.). Concerning full-loop solid-fueled reactive CLC,
three-dimensional studies have become available in the literature
(Parker, 2014; Reinking et al., 2019) but still few of them assess
the numerical results compared to experimental measurements
(Chen et al., 2019).

It is well known that hydrodynamics strongly affects the reac-
tive predictions. The reason is that characteristic reaction times
are usually very large compared to those of the flow evolution or
momentum transfers in this type of process (in absence of CLOU
materials). This is why cold flow models are frequently employed
to characterize the CLC behavior, before moving on to ultimate
reactive conditions. The increased complexity of the flow when
working with solid fuels makes hydrodynamic investigations even
more useful in a first stage. Examples of numerical studies based
on full-loop cold-flow CLC are the recent works of Wang et al.
(2020a) and Wang et al. (2020b), who studied the hydrodynamics
of CLC units conceived to be used with coal as fuel, with inherent
separation or gasification systems. Their studies focused, respec-
tively, on the investigation of the separation (coal from OC) particle
efficiency by the high-flux carbon stripper integrated into the pro-
cess, and on the characterization of the flow in gasifier and reduc-
tion reactors, depending on the operating conditions. Results were
validated by comparing with previous experimental investigations
from the same laboratory. Another example of cold-flow CLC inves-
tigation is the three-dimensional numerical simulation carried out
by Shao et al. (2020), who analyzed a novel two-stage air reactor
and its response under different operating conditions on the whole
CLC behavior. Results about the pressure predictions were vali-
dated against experimental data.

In the present work, we also explore the hydrodynamics of a
full-loop solid-fueled CLC, but comparing pressure predictions
with experimental measurements from a hot instead of a cold
experimental unit. The hot unit is a 150 kWth pilot operating at
SINTEF Energy Research (Trondheim, Norway). The 3D unsteady
numerical simulations are performed using an Euler-Euler
approach. The latter is considered for its efficiency and low compu-
tational costs. In fact, in an Euler-Euler approach, most of the
efforts are spent on the development and validation of the model-
ing to account for additional physical effects (as, for example, par-
ticle rotation with friction (Goniva et al., 2012) or triboelectric
charging (Kolehmainen et al., 2018; Montilla et al., 2020), as well
as on the numerical implementation in industrial codes. Depend-
ing on the particle characteristics and dimensions at industrial
scale, a filtered formulation or heterogeneity models may also be
needed (Schneiderbauer and Pirker, 2014). But in the end, the
result is an approach that is not excessively time consuming,
unless to solve for a distribution of particle sizes, and that has
the numerical advantage of treating the separate sets of phase
equations analogously, which allows a strong, potentially implicit,
coupling between the phases, implying a true mathematical con-
vergence rate with respect to the mesh size and time step. The
alternative Euler–Lagrange particle approaches, such as the Dis-
crete Element Method (CFD-DEM) (Cundall and Strack, 1979;
Tsuji et al., 1993), have modeling advantages (easier implementa-
tion of additional physical aspects such as polydispersion, particle
rotation, particle–particle friction, non-spherical shape, etc.) and
3

numerical advantages (for example non-diffusive Lagrangian
numerical schemes leading to less sensitivity to the mesh size),
but they are hugely expensive in terms of computational costs
already at pilot scale, and definitely unusable at industrial scale.
Emerging alternative methods are the Euler–Lagrange approaches
using parcels instead of particles (Pirker et al., 2010), directly
accounting for collisions between parcels and at the wall (an over-
view is given in the review of Di Renzo et al. (2021)), or modeling
collisions on a continuum basis (see, e.g., Snider (2001), Cloete
et al. (2012)). Unlike a CFD-DEM approach where particles are
tracked individually, Euler–Lagrange approches using parcels need
additional assumptions to model mechanisms acting on the parti-
cles, which are not taken directly into account (such as solids con-
tacts). These approaches are promising and offer an affordable
alternative to the Eulerian models, for example in polydisperse
flows when applications require to account for several particle
sizes. Depending on the model, they can also provide accuracy
improvement, especially in regimes with fine clusters and large-
scale crossing (Cloete et al., 2012). However, efforts still have to
be made to reach a degree of maturity equivalent to the Euler-
Euler methods. For this reason, an Euler-Euler approach still
remains the most reliable and competitive in dense (or moderately
dense) regimes; this is why it was considered for this work.

The numerical simulations performed in this study use a non-
reactive isothermal model. The model considers fuel and OC con-
version by accounting for additional gas injection due to the prod-
ucts from the full fuel conversion and redox reactions. The OC flow
behavior inside the reactors and the effect of the coupling of the
two reactors are analyzed to improve understanding of the CLC
system. The results obtained from these numerical simulations
should help in the design and operation of CLC units.
2. Numerical approach and mathematical modeling

Unsteady 3D numerical simulations of the CLC unit are carried
out using the N-Euler approach for gas–solid turbulent flows
implemented in NEPTUNE_CFD by IMFT (Institut de Mécanique
des fluides de Toulouse), in collaboration with EDF (Électricité de
France) R&D (Hamidouche et al., 2018; Neau et al., 2020). NEPTU-
NE_CFD is a multiphase CFD code developed in the framework of
the NEPTUNE project, financially supported by EDF, CEA (Commis-
sariat à l’Énergie Atomique), IRSN (Institut de Radioprotection et de
Sûreté Nucléaire) and Framatome. The code solves the coupled
partial differential equations by a finite-volume approach using
an adaptive time step determined by a CFL (Courant–Friedrichs–L
ewy) criterion for each phase. The solver is based on a cell-center
type finite volume method and an elliptic fractional time-step
method. The latter relies on an alpha-pressure cycle (alpha stands
for phase volume fraction), which is an iterative method to ensure
mass and energy conservation. First, at the beginning of each sub-
step, the velocity is predicted for each phase without accounting
for volume fraction and pressure variations in time, while account-
ing for inter-phase coupling by using an implicit formulation dur-
ing the sub-step iterations. Then, mass and energy equations are
integrated enforcing conservativity, and the velocity is corrected
by accounting for volume fraction and pressure variations. Then,
the pressure is computed by solving an elliptic equation and the
velocities are corrected with respect to the pressure time incre-
ment. Convergence criteria of the alpha-pressure cycling is based
on the condition of volume conservation of the mixture (EDF
R&D, 2017). The code is characterized by a calculation of co-
localized gradients with reconstruction methods and a
distributed-memory parallelism by domain decomposition (MPI
parallelization). It uses unstructured meshes with all cell types
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and connections. Further details about the numerical code can be
found in Neau et al. (2020).

In the present work, the multiphase N-Euler approach imple-
mented in NEPTUNE_CFD has been used to model the evolution
of both the gas and solid phase under isothermal conditions. In this
section, the corresponding mathematical modeling is presented.
More details about the approach may be found in the work of
Simonin (2000).

In the current study, a non-reactive isothermal hydrodynamic
investigation is carried out. On this basis, the mass balance equa-
tions are written as follows:

@ðagqgÞ
@t

þ @ðagqgUg;jÞ
@xj

¼ 0; ð1Þ

@ðasqsÞ
@t

þ @ðasqsUs;jÞ
@xj

¼ 0; ð2Þ

where q;a and U are mean density, volume fraction and velocity,
respectively. The subscripts g represents the gas phase while s
stands for the solid phase. Since reactions are not taken into consid-
eration in the current work, source terms related to the mass trans-
fer are set to zero. The momentum equations are given by:

agqg
@Ug;i

@t
þ Ug;j

@Ug;i

@xj

� �
¼ �ag

@Pg

@xi
þ agqggi þ Is!g;i þ

@
X

g;ij

@xj
; ð3Þ

asqs
@Us;i

@t
þ Us;j

@Us;i

@xj

� �
¼ �as

@Pg

@xi
þ asqsgi þ Ig!s;i þ

@
X

s;ij

@xj
: ð4Þ

In the above equations, Pg is the gas pressure and Ig!sð¼ �Is!gÞ is
the mean gas to solid interphase momentum transfer after subtract-
ing the mean gas pressure gradient contribution (Archimedes’
force). It will be detailed later.

P
;ij are stress tensors defined as:X

g;ij
¼ �agqghug;i00ug;j00ig þHg;ij ¼ �agqgRg;ij þHg;ij; ð5Þ

X
s;ij

¼ �asqshus;i00us;j00is þHs;ij þ /s;ij

¼ �asqsRs;ij þHs;ij þ /s;ij; ð6Þ
where u00;i ¼ u;i � U;i.

For the gas phase, Rg;ij and Hg;ij represent the turbulent-
Reynolds and viscous stress tensors. They are written as:

Rg;ij ¼ �mtg
@Ug;i

@xj
þ @Ug;j

@xi

� �
þ 2
3
dij kþ mtg

@Ug;m

@xm

� �
; ð7Þ

Hg;ij ¼ aglg
@Ug;i

@xj
þ @Ug;j

@xi
� 2
3
@Ug;m

@xm
dij

� �
; ð8Þ

where dij is the Kronecker delta. k and lg are turbulent kinetic
energy and laminar dynamic viscosity, respectively. mtg is the turbu-
lent kinematic viscosity written as (Vermorel et al., 2003)

mtg ¼
2
3
kstg 1þ C12

asqs

agqg

stgs
sFgs

1� qgs

2k

� �" #�1

; ð9Þ

where the constant C12 = 0.34. The quantity qgs is the fluid-particle
velocity covariance and it will be presented later with the solid
phase. stgs and sFgs are timescales related to the interaction between
the gas and the solid phases. The eddy-particle interaction time is
the characteristic time for the gas turbulence seen by the particles
(Simonin et al., 1993):

stgs ¼
stg
rk

1þ Cb
Vr;iVr;i

2
3 k

 !�1=2

; ð10Þ
4

and sFgs is the mean particle relaxation time (detailed later). The

fluid turbulent timescale is defined as stg ¼ Cl 3
2

k
e. A k� e model is

adopted for closing the above equations. According to this model
(Vermorel et al., 2003), the transport equations for the gas turbulent
kinetic energy and dissipation rate are written as:

agqg
@k
@t
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@k
@xj
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¼ @

@xj
agqg
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e2

k
þPe
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wherePk
s!g andPe

s!g account for the effect of the solid phase on the
gas turbulence. Assuming that particle size is comparable or less
than the Kolmogorov length scale, the interphase terms are given by

Pk
s!g ¼

asqs

sFgs
ð�2kþ qgs þ Vd;iVr;iÞ; ð13Þ

and

Pe
s!g ¼ Ce3

e
k
Pk

s!g ; ð14Þ

using the relative velocity

Vr;i ¼ ðUs;i � Ug;iÞ � Vd;i; ð15Þ
and accounting for the turbulent drift velocity (Simonin et al., 1993)

Vd;i ¼ �Dt
gs

1
as

@as

@xi
� 1
ag

@ag

@xi

� �
: ð16Þ

The constants involved in the k� e model are Cl = 0.09, Ce1 = 1.44,
Ce2 = 1.92, Ce3 = 1.2, rk = 1.0 and re = 1.3.

For the solid phase, the effective stress tensor (Eq. 6) comprises
a kinetic part, Rs;ij, which is dominant in dilute flow, and a colli-
sional part, Hs;ij, which is dominant in dense flow. Also the fric-
tional part, /s;ij, contributes to the effective stress tensor in zones
with very high concentration and long solid–solid contact. The
kinetic and collisional contributions of the effective particle stress
tensor are written, respectively, as (Boelle et al., 1995; Gobin et al.,
2003; Jenkins and Richman, 1986; Simonin, 2000)

Rs;ij ¼ �mkins
@Us;i

@xj
þ @Us;j
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� �
þ 2
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dij q2
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� �
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� �
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3
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@xm
dij

� �
: ð18Þ

In the above equations, ec is the normal restitution coefficient, g0 is
the radial distribution function, mkins is the particle kinetic viscosity,
and mcols represents the particle collisional viscosity:

mkins ¼ mtgs þ
sFgs
2

2
3
q2
s 1þ asg0Ucð Þ

" #
1þ sFgs

2
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 !�1
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ffiffiffiffiffiffiffiffiffiffi
2
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r !
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Ks, in Eq. 18, is defined as:

Ks ¼ asqs
4
3
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ffiffiffiffiffiffiffiffiffiffi
2
3
q2
s

p

r
ð21Þ
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The particle fluctuant kinetic energy, q2
s , is defined as

q2
s ¼ hus;i00us;i00is=2. The transport equation of q2

s is

asqs
@q2

s

@t
þ Us;j

@q2
s

@xj

� �
¼ @

@xj
asqsj

eff
s

@q2
s

@xj

� �
þ
X
s;ij

@Us;i

@xj

� asqses þPqs ; ð22Þ

where jeff
s is the particle effective diffusivity coefficient,

jeff
s ¼ jkin

s þ jcol
s , formed by the following contributions:

jkin
s ¼ 1

3
stgsqgs þ

5
9
sFgs

2
3
q2
s ð1þ asg0ucÞ

� �
1þ 5

9
sFgs
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scs

� ��1

ð23Þ
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s ¼ asg0ð1þ ecÞ 6

5
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s þ 4
3
ds

ffiffiffiffiffiffiffiffiffiffi
2
3
q2
s

p

r" #
: ð24Þ

uc ¼
3
5

1þ ecð Þ2 2ec � 1ð Þ ð25Þ

and

nc ¼
ð1þ ecÞð49� 33ecÞ

100
ð26Þ

es, in Eq. 22, is the particle kinetic energy dissipation rate due to the
inelastic collisions (Simonin et al., 2002):

es ¼ 1
3
ð1� e2c Þ

dq2
s

scs
; ð27Þ

where dq2
s represents the uncorrelated part of the random particle

kinetic energy, also named granular temperature (Hs ¼ 2=3dq2
s )

(Fox, 2014). Pqs , in Eq. (22), is the interphase turbulent kinetic
energy transfer rate and is written as

Pqs ¼ �asqs
1
sFgs

ð2q2
s � qgsÞ; ð28Þ

where qgs ¼ hug;i00us;i00is is the fluid-particle velocity covariance,
which is solved by the following transport equation (Simonin, 2000)

asqs

@qgs

@t
þ @Us;j

@qgs

@xj

� �
¼ @

@xj
asqs

mtgs
rk

@qgs

@xj

� �
� asqsegs

þPqgs � asqs hug;i00us;j00is
@Us;i

@xj
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@Ug;i

@xj

� �
;

ð29Þ

where egs is the fluid-particle covariance dissipation rate due to vis-
cous dissipation and crossing trajectory effects, which is modeled
as:

egs ¼
qgs

stgs
: ð30Þ

The interphase interaction term, Pqgs , is written as:

Pqgs ¼ �asqs
1
sFgs

qgs � 2k
� �þ asqs

agqg
qgs � 2q

�2

s

� �" #
; ð31Þ

where ~q2
s is the correlated part of the random particle kinetic energy

defined later. The first contribution on the right-hand side of the
above equation, proportional to ðqgs � 2kÞ, represents the effect of
particle entrainement by gas turbulence and is dominant, and gen-
erally positive, in dilute flows ð2k > qgsÞ. The second term, propor-
tional to ðqgs � 2~q2

s Þ, represents the effect of two-way coupling by
particle agitation and is dominant and generally negative
ð2~q2

s < qgsÞ, in high solid mass loaded flows.
The frictional tensor, /s;ij, in Eq. (6), is defined according to the

frictional model (Bennani et al., 2017):
5

/s;ij ¼ 2lfr
s Ds;ij � Pfr

s dij: ð32Þ
Ds;ij is the particle shear tensor written as:

Ds;ij ¼ 1
2

@Us;i

@xj
þ Us;j

@xi
� 2
3
@Uk

@xk
dij

� �
: ð33Þ

The frictional pressure, Pfr
s , is modeled according to Johnson and

Jackson (1987) and Johnson et al. (1990):

Pfr
s ¼ Fr ðas�amin

s Þr
ðamax

s �asÞs ; as > amin
s

0; else

(
ð34Þ

where Fr ¼ 0:05; r ¼ 2 and s ¼ 5 are model parameters, which may
be varied depending on the types of particles. In this work, amin

s is
set equal to 0:55, which is an appropriate value for spherical parti-
cles. The frictional viscosity is modeled as follows (Srivastava and
Sundaresan, 2003; Bennani et al., 2017):

lfr
s ¼ Fr

ffiffi
2

p
Pfrp sinðgÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ds;ijDs;ijþw

p ; as > amin
s

0; else

8<
: ð35Þ

where g is the internal friction angle (25�) and w ¼ 2=3ðq2
s =d

2
s Þ. The

interphase momentum transfer between gas and solid after sub-
traction of the gas pressure gradient effect is written as:

Is!g;i ¼ �Ig!s;i ¼ asqs
1
sFgs

Vr;i ð36Þ

on the basis of the mean relative velocity and the mean particle
relaxation time, sFgs, which accounts for the drag effect on the
particles:

1
sFgs

¼ 3qg

4qs

hjv rjis
ds

CD: ð37Þ

This time is expressed using two different experimental laws, Wen
and Yu and Ergun’s law, according to the modeling proposed by
Gobin et al. (2003):

CD ¼ CD;WY ; ag P 0:7
min½CD;WY ;CD;Erg �; ag < 0:7

	
ð38Þ

with

CD;Erg ¼ 200
1� ag

Rep
þ 7
3

ð39Þ

CD;WY ¼
24
Rep

½1þ 0:15Re0:687p �a�1:7
g ; Rep < 1000

0:44a�1:7
g ; Rep P 1000

(
ð40Þ

Here, Rep is the particle Reynolds number defined as

Rep ¼
agqghjv r jisds

lg
: ð41Þ

Finally, scs is the inter-particle collision time:

scs ¼ 6
asg0

ds

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16
p

2
3
dq2

s

r !�1

: ð42Þ

In this study, two different models are used for the uncorrelated
contribution of the random kinetic energy in the inter-particle col-
lision time (Eq. (42)) and in the kinetic energy dissipation by inelas-
tic collision (Eq. (27)). Indeed, according to Février et al. (2005) and
Fox (2014), we may assume that the random particle kinetic energy
q2
s may be separated in two parts:

q2
s ¼ ~q2

s þ dq2
s ð43Þ
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where ~q2
s is the correlated contribution, representing the collective

fluctuating motion of the particles, and dq2
s is the uncorrelated con-

tribution, representing the particle–particle relative fluctuating
motion (Simonin et al., 2002). For the uncorrelated model, the cor-
relation effect of the neighboring particles is not taken into consid-
eration and we get the following assumption:

~q2
s ¼ 0

dq2
s ¼ q2

s

(
ð44Þ

Such an assumption is corresponding to classic kinetic theory of
granular flow (Gidaspow, 1994). For the correlated model, accord-
ing to the works of Laviéville et al. (1995) and Simonin et al.
(2002), it can be expressed as:

~q2
s ¼ f2gsq

2
s

dq2
s ¼ 1� f2gs

h i
q2
s

8<
: ð45Þ

where f2gs represents a correlation coefficient and is written as

f2gs ¼
qgs


 �2
4kq2

s

; 0 < f2gs < 1: ð46Þ

The correlated model will account for correlation between colliding
particles due to the interaction with the fluid turbulence (Février
et al., 2005). When an uncorrelated assumption is used, ~q2

s in Eq.
(31) turns to zero, and the contribution of two-way coupling to
the interphase term is a destruction term directly proportional to
the fluid-particle velocity covariance. When a correlated model is
used, this contribution is obtained from the total particle kinetic
energy, using the above correlation coefficient (Simonin et al.,
2002). We can notice that according to Eqs. (45) and (46), we may
write, qgs � 2~q2

s ¼ qgsð1� qgs=2kÞ showing that the sign of the two-
way contribution is directly depending on the ratio between the
fluid-particle velocity covariance and the fluid turbulent kinetic
energy. In addition, when the value of f2gs tends towards zero, that
is for very large Stokes numbers in particle-laden turbulent flows,
the correlated model reverts to the uncorrelated one.
Fig. 1. Scheme of the 150 kWth chemical loop
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3. Experimental system and simulation setup

In this work, a double-loop CFB reactor system, corresponding
to the experimental facility at SINTEF Energy Research (Trondheim,
Norway), is adopted to investigate the hydrodynamics of the CLC
unit. Two reactors, two cyclones, two loop seals and one lifter
are designed and built for this facility, which has also been used
to study CLC of gaseous fuels (Langørgen et al., 2017). The operat-
ing schematic diagram is displayed in Fig. 1. The dimensions of the
CLC unit are reported in Table 1. In the experiments, ilmenite from
Titania A/S in Norway (of bulk density 2600 kg/m3 and mean diam-
eter (D50) 90 lm) is used as oxygen carrier.

In the numerical simulation, the system is meshed by an O-grid
method with approximately 0.7 million cells (the reference case),
which is a suitable compromise between fine and coarse mesh con-
sidering both accuracy and calculation costs. No-slip or free-slip
wall boundary conditions for the mean particle velocity and
zero-flux boundary conditions for the particle kinetic energy are
imposed (Fede et al., 2016). Friction conditions are used for the
gas phase, according to the k� emodeling considered in this work.
The operating temperature is set to 1273 K, according to the exper-
iments. An overview of the CLC mesh is given in Fig. 2.

Mass inventories are calculated from the experimental
pressure-drop measurements, and are summarized in the Table 2.
In the experiments, each loop seal was designed with three cham-
bers: central, external and internal. The particles separated by the
cyclone enter the central part of the loop seal. Then, the particles
are transported to the other reactor through the external chamber,
or re-circulated back into the original reactor through the internal
chamber. For the current CLC experiments, the particle outlet leg
connected with the internal chamber was shut down. For this rea-
son, in the numerical simulation only the central and external
chambers were considered (as shown in Fig. A.22 for the FR loop
seal). Therefore, only two third of the mass inventory of each loop
seal was taken into account, in addition to the mass of the particles
contained in each connecting pipe. These values are shown in
parentheses in Table 2.

At the initial time, the solid phase is initialized by a solid vol-
ume fraction of 0.55, the particle diameter is set to 90 lm and
ing combustion pilot at SINTEF, Norway.



Table 1
Dimension of the CLC unit.

Item Value Units

Height of AR 6.0 m
Inner diameter of AR (cylindrical part) 23.0 cm
Height of the AR conical part 1.0 m
Bottom diameter of the AR conical part 15.0 cm
Height of FR (including lifter) 6.7 m
Inner diameter of FR (cylindrical part) 15.4 cm
Height of the FR conical part 1.0 m
Bottom diameter of the FR conical part 10.0 cm

Fig. 2. Structure of the 150 kWth chemical looping combustion pilot at SINTEF and
mesh plan.

Table 2
Mass inventories.

Item Value Units

Air reactor 18.1 kg
Fuel reactor 28.2 kg
Lifter 11.5 kg
AR loop seal 52.1 (37.7) kg
FR loop seal 42.4 (30.4) kg

Total 152.3(125.9) kg
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the particle density to 4727 kg/m3 (reference case), corresponding
to a mean voidage of 0.45 (cf. Section 4.4). Particle diameter and
particle density are kept constant during the numerical simulation.
The initial mass distribution in the CLC is set according to the
experiments (cf. previous discussion), which is beneficial for short-
ening the computational time to reach a steady state.

In this study, only one solid phase is considered, the oxygen car-
rier, while the biomass is taken into account through its end prod-
ucts. Moreover, to estimate as best as possible the amount of gases
in the system, the mass transfer of oxygen, from the solid in the
fuel reactor, and to the solid in the air reactor, is considered as well.
Three different ways of injection are tested. The numerical strategy
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to account for the change in gas flow rate due to reactions is
detailed below.

The biomass is composed of volatiles, char and ash. Volatiles are
released into the fuel reactor and take part in OC reduction reac-
tions. Gas products and a part of volatiles are involved in char gasi-
fication reactions. Assuming complete reactions in the fuel reactor,
and a statistically stationary state, one may estimate the mass flow
rate of the whole mixture from the mass flow rate of the final prod-
ucts, CO2 and H2O, defined as

_QCO2 ¼ _QbioYvolXCO2 þ _QbioYvolXCO
WCO2

WCO
þ _QbioYvolXCH4

WCO2

WCH4

þ _QbioYchar
WCO2

Wchar
; ð47Þ

_QH2O ¼ _QbioYvolXH2O þ _QbioYvolXH2

WH2O

WH2

þ _QbioYvolXCH4

2WH2O

WCH4

;

ð48Þ
where _Qbio is the injection mass flow rate (kg/s) of biomass, Yvol is
the mass fraction of volatiles, and Ychar the mass fraction of char
(Yvol þ Ychar ¼ 1� Yash). Xb is the mass fraction of the species b in
the volatiles (

P
bXb ¼ 1). The values of Yvol (0.845) and Ychar

(0.15), as well as the volatile composition
(XCO ¼ 0:5581;XCO2 ¼ 0:1594;XCH4 ¼ 0:1926;XH2 ¼ 0:0183, and
XH2O ¼ 0:0716) are obtained from proximate analysis and heat and
mass balance (Thunman et al., 2001), assuming these five species
as the primary volatiles. The mass flow rate of oxygen required to
full conversion in the fuel reactor is therefore

_QO2 ¼ _QbioYvolXCO
0:5WO2

WCO
þ _QbioYvolXH2

0:5WO2

WH2

þ _QbioYvolXCH4

2WO2

WCH4

þ _QbioYchar
WO2

Wchar
: ð49Þ

This mass flow rate represents the amount of oxygen per unit time
that is required in the air reactor to return the oxygen carrier to its
original oxidization state. The mass flow rate to be added at the fuel
reactor injection to reproduce biomass conversion and reduction

reactions is _QCO2 þ _QH2O.
Three ways of injecting such additional gases to mimic reac-

tions are tested:

� Lateral injection of products: the CO2-H2O mixture, correspond-
ing to the whole products from the full biomass conversion and
reduction reactions (therefore accounting for the oxygen from
ilmenite), is injected in the fuel reactor from the lateral inlet,
which is at the same location as the fuel particle inlet, according
to the experimental configuration; the oxygen consumed by the
oxidation is directly removed from the AR inlet. In this case, the
primary and secondary inlets to AR are reduced with 15% com-
pared to the experimental values.

� Bottom injection of products: the CO2-H2O mixture is injected
in the fuel reactor from the bottom inlet, together with the flu-
idizing gas (N2); the inlet conditions in the AR are the same as
above.

� Lateral injection of a part of the products while using source
terms for the oxygen transfer: inlet conditions for the air reactor
are kept the same as in the experiments. The change of flow rate
due to the mass transfer between the oxygen carrier and the gas
phase is taken into consideration by source terms for both the
air and fuel reactors. This method of injection allows part of
the gases to be distributed inside the reactors in proportion to
the local amount of solid. In the fuel reactor, the source terms
for CO2 and H2O in each computational cell are computed as
follows:



Table 3
Inlet mass flow rates: experiments and simulation with lateral injection of products.

Item Simulation Experiments

AR primary gas inlet 124.49 kg/h N2,O2 146.67 kg/h Air
AR secondary gas inlet G1 14.46 kg/h N2,O2 17.04 kg/h Air
AR secondary gas inlet G2 24.75 kg/h N2,O2 29.16 kg/h Air
FR bottom inlet 11.66 kg/h N2 11.66 kg/h N2

FR lateral inlet 49.27 kg/h CO2,H2O 20.2 kg/h Bio
Lifter inlet 2.27 kg/h N2 2.27 kg/h N2

AR loop seal, particle inlet leg 2.23 kg/h N2 2.23 kg/h N2

AR loop seal, particle outlet leg 3.21 kg/h N2 3.21 kg/h N2

FR loop seal, particle inlet leg 2.15 kg/h N2 2.15 kg/h N2

FR loop seal, particle outlet leg 1.73 kg/h N2 1.73 kg/h N2
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CFR
CO2

ðx; tÞ ¼ _QO2Y
�
CO2

aocðx; tÞqocðx; tÞ
moc;FRðtÞ ;

CFR
H2O

¼ _QO2Y
�
H2O

aocðx; tÞqocðx; tÞ
moc;FRðtÞ ; ð50Þ

where Y�
CO2

and Y�
H2O

are the mass fractions of CO2 and H2O in the
FR products, according to a full conversion assumption (i.e.
Y�

CO2
þ Y�

H2O
¼ 1:0). aocðx; tÞ and qocðx; tÞ are, respectively, the

particle volume fraction and density in the corresponding com-
putational cell. moc;FRðtÞ is the instantaneous total solid mass in
the fuel reactor.
For the air reactor, the source term is written as

CAR
O2

¼ � _QO2

aocðx;tÞqocðx;tÞ
moc;ARðtÞ , where moc;ARðtÞ is the instantaneous total

mass of oxygen carrier in the air reactor. This term is negative
because of the oxidation reaction, which leads to a mass transfer
of oxygen from the gas to the solid phase.
Fig. 3. Time-averaged pressure using t
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The evaluation of the injection methods will be shown in
Section 4.1.

The gas and solid flow rates from experiments are given in
Table 3, as well as the gas flow rates considered in the numerical
simulation according to the lateral injection method (the first pre-
sented above). Loop-seal and lifter injection rates correspond to
the experimental operating conditions, except for the injection
temperature (here set to 1273 K).
4. Results and discussion

Hereafter, if not otherwise mentioned, results refer to the
uncorrelated model case (cf. Eq. (44)), with a free-slip mean parti-
cle velocity wall boundary condition. Results indicate that the sys-
tem reaches a hydrodynamic steady state from about 15 s.
Accordingly, to get statistics from the numerical simulations (pres-
hree different injection methods.



Fig. 4. Instantaneous solid volume fraction: air reactor view.

Fig. 5. Instantaneous solid volume fraction: fuel reactor and lifter view.
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sure, velocity, solid mass flow rate, etc.), time-averaging of the
results starts after 15 s of physical time.

4.1. Injection method

First, the three different methods of injection are tested to
assess their effect on the numerical predictions. Time-averaged
pressure profiles obtained by the numerical simulations are shown
in Fig. 3. In the figure, experimental pressure measurements are
also shown. The given pressures are gauge pressures, with the
Fig. 6. Time-averaged pressure in the air reactor. Comparison between collision models (
uncorrelated model (right).

Fig. 7. Time-averaged pressure in the fuel reactor and lifter. Comparison between colli
using the same uncorrelated model (bottom).
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atmosphere as the zero reference. The numerical results are almost
identical to each other in the air reactor, as well as in the lifter. In
the fuel reactor, however, the bed expansion is slightly higher
between 0.5 and 3 meters when injecting from the bottom or when
using local source terms to account for oxygen mass transfer. The
results are consistent with each other, though. Indeed, injecting
from the bottom, or directly introducing the gas in the reactor by
source terms, should lead to a more homogeneous bed for which
a larger expansion is expected. This is more pronounced when
introducing the gas in each computational cell..
left) and between mean particle velocity boundary conditions while using the same

sion models (top), and between mean particle velocity boundary conditions while



Table 4
Solid mass distribution using different collision models and mean particle velocity
wall boundary conditions (units: kg).

CASE 1 CASE 2 CASE 3
uncorrelated correlated uncorrelated

free-slip free-slip no-slip

Air reactor 15.656 15.194 12.662
Fuel reactor 24.597 24.889 26.768
Lifter 19.698 19.832 18.895
AR loop seal and cyclone 34.277 34.308 35.908
FR loop seal and cyclone 30.771 30.777 30.707

Total mass 125.00 125.00 125.00
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Globally, results indicate that the air reactor operates in a circu-
lating regime, with a denser part at the bottom, as expected. In
contrast, the pressure profiles in the fuel reactor exhibit two
smoothly connected linear trends, typical of bubbling fluidized
beds. The slope of the pressure in the upper part of the fuel reactor
indicates however that a part of the solid leaves the reactor at the
top. The fuel reactor operates therefore in a mixed regime, as
observed in the experiments.

From now on, the lateral injection will be used for the numeri-
cal simulations. This injection method along with the uncorrelated
model and the free-slip boundary condition represent our refer-
ence case. In the reference case, the particle density is set to
4727 kg/m3 (as already mentioned). The question of the particle
density is discussed in Section 4.4.
4.2. Flow pattern

Instantaneous concentrations of the particulate phase (oxygen
carrier) are computed and displayed in Figs. 4 and 5, at different
times, to provide information of the flow evolution in the system.
In the air reactor, particles are fluidized and carried by the fluidiza-
tion gas, then they are separated by the cyclone and fall down into
the loop seal. After passing the loop seal, particles then enter the
fuel reactor. The lifter is located between the air reactor and the
fuel reactor and works as an additional connector for transporting
particles from the fuel reactor to the air reactor. As can be seen,
there are bubbles between the fuel reactor and the lifter. In a real
reactive case, attention should be paid to the flow rate of fuel par-
ticles entering the lifter from the fuel reactor, which could dramat-
ically affect the carbon capture efficiency, since such particles will
be transported to the air reactor where they will burn, producing
CO2. Results show that the solid volume fraction is higher in the
fuel reactor than in the air reactor because of the different gas
velocity. The evolution in time of the solid volume fraction within
Fig. 8. Effect of the mean particle velocity boundary condition on the entrainment
estimated as the ratio between the solid mass flow rate and the solid mass.
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the fuel reactor is shown in Fig. A.23, on a plane located in the mid-
dle of the reactor. To get a better look, the view is zoomed from 0 to
3 meters in height. The bubble formation, breakage and the flow
state can be observed.
4.3. Collision model and mean particle velocity wall boundary
condition

In this section, the effects of the collision model and the mean
particle wall velocity boundary condition on the numerical predic-
tions are analyzed. To properly read the results that will follow, it
is important to keep in mind that, in the numerical simulations, the
pressure at the outlet was estimated from the experimental pres-
sure in each reactor at the same height, subtracting the pressure
between the reactor and its corresponding cyclone. Such an esti-
mate was computed using the free-slip boundary condition, and
the corresponding value set as an outlet condition for all the
numerical simulations, including those that use the no-slip bound-
ary condition. For the latter, a shift in the pressure profile with
respect to the experimental measurement is therefore expected.
This point does not deserve further analysis since it is due solely
to the pressure outlet conditions.

Fig. 6 compares numerical results and experimental measure-
ments of the time-averaged pressure in the air reactor. In Fig. 6
(left) both the uncorrelated and correlated model results are
shown, using the same free-slip boundary condition. The results
reveal only little difference between the two numerical model pre-
dictions in the air reactor. The pressure profiles in the fuel reactor
and lifter are shown in Fig. 7 (top). No appreciable difference is
found between the uncorrelated and correlated model predictions
in these zones.

The solid mass corresponding to each element of the CLC sys-
tem is calculated by a volume integral using the time-averaged
solid volume fraction, together with the constant particle density.
Results are listed in Table 4. Comparison between correlated and
uncorrelated models confirms very few differences in the solid
mass distribution as well. They are slightly more pronounced in
the air reactor, where the particulate phase is more dilute and
the effects of a correlated contribution to the particle velocity fluc-
tuation, due to the interactions with the fluid, should be more
important than in the fuel reactor and lifter. This point will be dis-
cussed further in Section 4.6.

The effect of the mean particle velocity boundary condition on
the numerical predictions is then analyzed. No-slip and free-slip
wall boundary conditions correspond to the limit cases of maxi-
mum particle wall friction effect and pure elastic frictionless parti-
cle bouncing, respectively. The results indicate that the wall
boundary conditions significantly affect the solid flow behavior.
As shown by Fig. 6 (right), the pressure obtained using the no-
slip wall boundary condition corresponds to an increase of the
solid entrainment in the air reactor. To exclude any substantial
dependency on the coupling of the different parts of the system,
an additional simulation was carried out. Starting from the end
(i.e. 40 s of physical time) of the simulation that uses uncorrelated
model and no-slip boundary condition everywhere, the free-slip
boundary condition was applied to the air reactor only. This simu-
lation was run for an additional 45 s, and averages in time were
computed from 65 to 85 s. The results (Fig. 6 (right)) show that
the pressure profile mostly returns to the one obtained when the
free-slip boundary condition was used everywhere in the system.
This demonstrates that the changes in pressure predictions are
mainly due to the flow behavior within the air reactor rather than
on the coupling of the entire system. We can conclude that the no-
slip condition in the AR is the reason for a larger extension of the
linear pressure gradient, corresponding to a reduced acceleration
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region of the solid phases, which leads to a more efficient entrain-
ment by the gas flow.

Only smaller differences are observed when comparing free-slip
and no-slip boundary condition results in the fuel reactor and lifter
(Fig. 7 (bottom)). The no-slip boundary condition leads to slightly
higher expansion of the denser part of the bed in the fuel reactor
(roughly estimated as the point of intersection of the tangents cor-
responding to the two linear pressure distributions in the pressure
profiles). This observation is consistent with the results of the work
of Fede et al. (2016) who showed that a no-slip boundary condition
acts at reducing the downward solid mass flux at the walls in a
dense fluidized bed, leading to a more expanded bed. The no-slip
boundary condition also affects the slope of the pressure profile
in the lifter. However, Fig. 7 (bottom right) shows that, for the lif-
ter, the effect of the coupling is more important than the boundary
condition itself. Globally, in the fuel reactor, the agreement
between the numerical results and experimental data is good,
except in the penultimate measurement point, while an overesti-
mation of the pressure is observed at the bottom of the lifter.

In contrast to what is observed when comparing the two colli-
sion models, the mass distribution changes considerably with the
boundary condition (see Table 4). In particular, the mass increases
in the fuel reactor and decreases in the air reactor when the no-slip
boundary condition is used. In order to estimate the effect of the
boundary conditions on the entrainment, which is strictly related
to the mass distribution, the ratio between the solid mass flow rate
and the solid mass in each relevant part of the system is computed.
Molodtsof (2003) (and references cited in) showed indeed that a
fully developed gas-particle flow in dilute regime (typical of circu-
Fig. 9. Radial profiles of the time-averaged solid volume fraction in air reactor, fuel react
condition.
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lating fluidized beds) exhibits a linear dependency of the solid flux
on the solid concentration at a given superficial gas velocity,
according to the regime. Since the gas flow rate in the air reactor
is almost the same, regardless of the boundary condition, the solid
mass flow rate and solid mass are expected to be linearly related, at
the operating conditions considered here. Therefore, also their
ratio should be almost the same if the boundary condition had
no effect on the numerical predictions. Fig. 8 shows instead that
this ratio increases with the no-slip boundary condition in the air
reactor, confirming the conclusions drawn from the pressure
profiles.

The radial profiles of the time-averaged solid volume fraction in
the system are shown in Fig. 9. No significant effect of the bound-
ary condition is observed in the fuel reactor and lifter, away from
the injections. In contrast, results indicate that in the air reactor
the no-slip boundary condition leads to lower values of the solid
volume fraction at the wall than the free-slip condition. A possible
explanation is the additional production of the particle fluctuant
kinetic energy, q2

s , due to the larger values of the particle velocity
gradient imposed at the wall by the no-slip condition. As a matter
of fact, such larger values of q2

s close to the wall lead to a ‘‘tur-
bophoresis” effect that pushes the particles back towards the core
of the flow. The time-averaged particle fluctuant kinetic energy is
displayed in Fig. 10 on a selected plane in the center of the system.

The radial profiles of the time-averaged solid vertical velocity
are shown in Fig. 11. In the fuel reactor, as expected, particles flow
up in the center and down near the wall. Negative solid velocities
are found in the air reactor as well, also at the top. For the lifter, the
trend is similar, while the values are lower. The effect of the mean
or and lifter at different heights, depending on the mean particle velocity boundary



Fig. 10. Time-averaged particle fluctuant kinetic energy, q2
s , on a plane in the

middle of the system using free-slip (left) and no-slip (right) mean particle velocity
wall boundary conditions.
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particle velocity wall boundary condition on the particle velocity is
not really conclusive. Radial profiles are not symmetric in the air
reactor, and it is unclear whether this asymmetry depends on the
convergence of the numerical simulation or on the influence of
the injections, even at these heights. We can however observe a
decrease of the solid axial velocity in the air reactor when a no-
slip condition is used at these two heights.

In conclusion, results suggest that while a no-slip condition can
be considered satisfactory in a dense regime (fuel reactor, lifter), its
use is very questionable in dilute zones (air reactor).
4.4. Particle density and solid mass inventory

The bulk density of the oxygen carrier is given by the experi-
ments and has a value of 2600 kg/m3. To recover the value of the
particle density (needed for the numerical simulations) one must
know the mean packed-bed voidage, which depends on several
parameters including the particle shape. Results presented so far
were obtained with a particle density of 4727 kg/m3, correspond-
ing to a mean voidage of 0.45. This value is consistent with the
specific gravity of ilmenite found in the literature. However, the
oxygen carrier is not pure ilmenite and its composition also
13
changes with redox cycles. Abad et al. (2011) reported a lower true
density for the ilmenite oxygen carrier, also depending on the par-
ticle state (pre-oxidized or activated), and an increasing porosity of
the most oxidized state with particle activation. Since the exact
value to be attributed to a spherical particle modeling the real
material (including pores) is a priori unknown, additional numeri-
cal simulations were carried out using a lower density to investi-
gate the influence of the particle density on the numerical
predictions. A particle density corresponding to the maximum
packing (0.64) was considered, i.e. 4062 kg/m3. The numerical pre-
dictions of the pressure using the two different particle densities
are shown in Fig. 12. The corresponding integrated mass distribu-
tion is given in Table 5. The results show that the pressure is over-
estimated by the lowest particle density in the air reactor. Globally,
the mass in the air reactor is higher, and comes mainly from the
loop seals and lifter (see Table 5). In the fuel reactor, the pressure
is also overestimated by the lowest particle density with respect to
the highest density. A greater difference is observed in the lifter
where the density makes the slope of the pressure to change.
The pressure is better predicted at the bottom than at the top in
this case (because of the coupling effect).

In order to investigate the effect of the mass inventory, an addi-
tional numerical simulation was carried out. In this simulation the
mass was decreased in order to improve the numerical predictions
obtained with the lowest density. Comparing the two cases with
the same particle density and different mass inventory, it turns
out that the smaller the mass, the smaller the pressure at the bot-
tom of the air reactor, as well as in the fuel reactor, as expected.
Further, the results show that decreasing the mass inventory gives
a better agreement with the experimental data in the lifter, but not
in the other reactors. Noteworthy is that the total solid inventory
does not change the slope of the pressure profile in the lifter, since
this connection operates almost filled with particles, in a very
dense regime, and therefore its total mass is primarily determined
by the particle density.

4.5. Mesh refinement (sub-grid scale effects)

Drag modeling is a crucial aspect of the closure assumptions for
the accurate prediction of fluidized beds using the Euler-Euler sim-
ulation approach. The main issue is the ability of the numerical
simulation to take into account solids segregation effects, such as
the formation of clusters in circulating fluidized beds, which can
occur at very small length scales but with a very strong effect on
the macroscopic hydrodynamics, in particular on the entrainment
of the solid by the gas flow. Thus, the question of the drag closure
model is directly related to the refinement of the mesh towards the
characteristic length scale typical of the clustering effect. As
pointed out by Igci and Sundaresan (2011b) and Ozel et al.
(2013), if the mesh is not sufficiently refined, the Euler-Euler equa-
tions of momentum and random kinetic energy have to be supple-
mented by additional terms accounting for the clustering of
particles at the sub-grid scale. The dominant effect is the overesti-
mation of the drag term, which can be corrected using different
approaches such as the energy minimization multi-scale (EMMS)
approach (Li and Kwauk, 1994), or the sub-grid scale drift velocity
modeling (Igci and Sundaresan, 2011a; Parmentier et al., 2012;
Ozel et al., 2013). While previous studies have shown that the
effect of the sub-grid drag modeling depends on the mesh size
and particle characteristics (see, e.g., Wang et al. (2009)), unfortu-
nately there are still no universal dimensionless parameters that
allow an a priori assessment of sub-grid scale effects and the need
to consider sub-grid drag closures. However, it is found that the
sub-grid scale effect decreases with the particle inertia and is much
less effective for Geldart-B particles, such as those considered in
the present study.



Fig. 11. Radial profiles of the time-averaged solid vertical velocity in air reactor, fuel reactor and lifter at different heights, depending on the mean particle velocity boundary
condition.
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In order to estimate the unresolved clustering effect, which is
expected to lead to an overestimation of the solid entrainment,
and to assess the need for a sub-grid drag model, an additional
numerical study with a refined mesh was carried out. The numer-
ical simulation was performed by decreasing the mesh size in
each direction by a factor of two, in both the air reactor and fuel
reactor.

Fig. 13 compares the time-averaged pressure predictions
obtained using the reference mesh (716 312 cells) and the refined
mesh (2 723 176 cells). The corresponding mass distribution in
each part of the CLC unit is provided in Table 6.

The results show that the effect of the refinement is low in the
fuel reactor and unperceivable in the lifter. Concerning the air reac-
tor, a better agreement between numerical simulations and exper-
iments is observed when a finer mesh is used. However, the
difference in pressure predictions is rather small. Additionally, no
substantial difference in the entrainment of the solid by the gas
flow is found neither in the air reactor nor in the fuel reactor
(see, Fig. 14 (left)). The mesh refinement leads to a slightly lower
bed expansion in the fuel reactor, as expected, but globally the
solid volume fraction predictions are very close, as shown in
Fig. 14 (right). In this figure, the profiles are computed by spatially
averaging the local time-averaged solid volume fraction. Finally,
comparing the two numerical predictions leads to the conclusions
that the sub-grid clustering effect is negligible for such highly iner-
tial particles and that we can overcome the use of a sub-grid drag
model in our study.
14
4.6. Analysis of the CLC behavior

Back to the reference case (CASE 1), Fig. 15 (left) shows the time
evolution of the pressure in the two reactors, at a selected height
for each one. At these locations, the instantaneous pressure is aver-
aged in space (over a plane normal to the vertical direction). The
dashed/dot-dashed lines represent the mean experimental values.
From about 15 s, numerical results stabilize around a constant
mean value in both the fuel and air reactors. At the selected loca-
tion, the predicted pressure is very close to the experimental data
in the air reactor, while it is slightly lower in the fuel reactor, which
is consistent with the time-averaged profiles previously analyzed.
Further, in the fuel reactor the pressure fluctuates violently around
a mean value. This confirms that in this dense region, at the bot-
tom, the fuel reactor operates rather like a bubbling fluidized bed.

Fig. 15 (right) shows the time-averaged pressure distribution
along the height, according to the location in the CLC system. There
is an obvious decrease of pressure with height in the lifter, and the
same is true also for the fuel and air reactors. All pressure measure-
ments depend on the amount of particle loading. The pressure bal-
ance of the current interconnected reactor system reveals that
pressure is largest in the lifter and smallest in the FR cyclone.
The coupling of the different unit components is clearly identified
by the figure. One can recognize the connections between the bot-
tom of the fuel reactor and the lifter, and between the top of the
lifter and the air reactor, as shown in Fig. 2. The pressure is the
same at each connecting location. The pressure distribution there-
fore depends on the mass inventory in each part of the CLC unit,



Fig. 12. Time-averaged pressure depending on the particle density and solid inventory.

Table 5
Solid mass in the system with different density and/or total inventories (units: kg).

CASE 1 CASE 4 CASE 5
qp ¼ 4727 kg/m3 qp ¼ 4062 kg/m3 qp ¼ 4062 kg/m3

mtotal=125 kg mtotal=125 kg mtotal=108 kg

Air reactor 15.656 23.787 15.257
Fuel reactor 24.597 25.217 20.739
Lifter 19.698 16.596 16.072
AR loop seal and cyclone 34.277 31.329 28.885
FR loop seal and cyclone 30.771 28.071 27.047

Total mass 125.00 125.00 108.00
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but also on the coupling effect of the entire system. A change in
pressure that occurs in one part will lead to a pressure modifica-
tion throughout the whole system.

The mass flow rates obtained from the numerical simulations
are displayed in Fig. 16 (left). The mass flow rate of the solid leav-
ing the air reactor fluctuates around a mean value, which is close to
the value expected from the experiments. Results confirm that the
air reactor operates as a circulating fluidized bed and that a sub-
stantial quantity of oxygen carrier leaves the air reactor from the
top, according to the CLC concept and design. The fuel reactor
was expected to operate in a mixed regime with most of the oxy-
gen carriers entering the air reactor through the lifter. This regime
is consistent with the profile of the mean pressure in the fuel reac-
tor. Results show however that about half of the solid is trans-
ported from the fuel reactor to the air reactor through the lifter,
while about half leaves the fuel reactor from the top and enters
15
the air reactor through the corresponding cyclone and loop seal.
This amount is higher than expected based on the design values
of the experiments (� 30%). This point will be investigated in the
future, under reactive conditions.

In the numerical simulation, the mass of solid in each part of the
system was initialized using values estimated from the pressure
drop measurements in the experiments. In order to check the accu-
racy of such an estimation method, the time evolutions of the mass
obtained from the pressure in the numerical simulation, in the two
reactors, are plotted and displayed in Fig. 16 (right). The time aver-
aged results should be compared with the mean values given in
Table 6 (CASE 1), computed by a volume integral using the time-
averaged solid volume fraction, together with the constant particle
density. The results show that the solid mass is overestimated,
especially in the fuel reactor, when computed from the pressure
measurements. Fig. 16 (right) also shows that the solid mass in



Fig. 13. Time-averaged pressure depending on the mesh refinement.

Table 6
Solid mass in the system depending on the mesh refinement (units: kg).

CASE 1 CASE 6
Reference mesh Refined mesh

Air reactor 15.656 16.508
Fuel reactor 24.597 25.564
Lifter 19.698 19.798
AR loop seal and cyclone 34.277 33.323
FR loop seal and cyclone 30.771 29.807

Total mass 125.00 125.00

Fig. 14. Effect of the mesh refinement on the entrainment (left). Time-averaged vertic

L. Sun, E. Masi, O. Simonin et al. Chemical Engineering Science 260 (2022) 117835

16
the fuel reactor stabilizes quite soon around a mean value close to
the initial one. In contrast, after an initial increase, the solid mass
in the air reactor decreases with time, and reaches a steady state
only after 15 s of simulation. Further, results also show larger fluc-
tuations in the fuel reactor compared to the air reactor, while the
frequency is quite similar.

Fig. 17 shows the time evolution of both the gas and solid veloc-
ities at a given height in the two reactors. Under the current con-
ditions, the gas velocity is approximately 35–40% greater than
the solid velocity in both the fuel and air reactors. Further, accord-
al profile of the solid volume fraction depending on the mesh refinement (right).



Fig. 15. Time evolutions of pressure in the fuel and air reactors (left). Profiles of the time-averaged pressure in the different parts of the CLC pilot (right).

Fig. 16. Time evolution of the mass flow rates of solid leaving the reactors from their top outlets (left). Time evolution of the solid mass in the air and fuel reactors (right).

Fig. 17. Time evolution of the solid and gas velocities in the air and fuel reactors.
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ing to the numerical predictions, velocities in the air reactor are
greater than in the fuel reactor, as expected. Both the gas and solid
velocities fluctuate wildly due to the intense interaction between
the two phases. In the experiments, the gas velocity was measured
at the fuel reactor exit. A mean value is therefore available from the
experiments for comparison. Fig. 17 (right) shows that the numer-
ical prediction matches well the experimental result.

Radial profiles of the time-averaged solid volume fraction in the
two reactors and in the lifter are shown in Fig. 18 at different
17
heights. Values are plotted on a line through the center of the reac-
tor in a radial direction. Profiles extend differently in the reactors
due to the conical structure at the bottom of each. Radial coordi-
nates are normalized by R, which is the maximum radius of the
corresponding reactor. For the air reactor it corresponds to
R ¼ 0:115 m (the radius ranges from 0:077 m (at H ¼ 0 m) to
0:115 m (at H > 1 m)). For the fuel reactor, R ¼ 0:077 m (the radius
spanning from 0:05 m (at H ¼ 0 m) to 0:077 m (at H > 1 m)). For
the lifter, two cylindrical zones are gradually connected by a con-



Fig. 18. Radial profiles of the time-averaged solid volume fraction in the air reactor, fuel reactor and lifter, at different heights.
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formal mesh. The radius of each is 0:051 m (at �0:61 < H 6 0 m)
and 0:039 m (at H > 0 m).

The air reactor exhibits the well-known core-annulus flow
structure almost at all locations, corresponding to accumulation
of particles near the wall and a more dilute regime in the center.
In the air reactor, the difference between the solid volume fractions
at different heights is quite small, except at the wall. Profiles are
not symmetrical close to the injections. In the air reactor, the sec-
ondary gas injections are located at different heights (around
H ¼ 0:5 m and H ¼ 0:95 m). Also the connecting parts between
the air reactor and lifter (H ¼ 0:9 m) affects the velocity distribu-
tion. The fuel reactor behavior is closer to that of a dense fluidized
bed, but with lower solid volume fractions. The fuel reactor is
indeed working in a mixed regime, bubbling and circulating, at
these operating conditions. The lifter transports the particles from
the fuel reactor to the air reactor by an overall upward movement
operating with high solid concentrations, especially close to the
wall.

Fig. 19 (top left) shows a scatterplot of the correlation coeffi-
cient used for modeling correlated and uncorrelated contributions
of the particle kinetic energy in the frame of the correlated colli-
sion model. As shown in Eq. (46), such a coefficient is related to

the ratio between qgs and
ffiffiffiffiffiffiffiffiffiffiffi
4kq2

s

q
. From the figure we can observe

that most of the instantaneous values are located in the range from
10�5 to 10�1. The value of the gas-particle correlation coefficient,
fgs, is far less than 1, which leads to a very low correlation effect
between neighboring particles due to their inertia with respect to
the gas turbulent flow. As a result, the inter-particle collision time
18
for correlated and uncorrelated model is nearly the same. There-
fore, for the current case, correlated and uncorrelated models pro-
duce similar predictions.

A scatterplot of the particle random kinetic energy versus the
solid volume fraction is shown in Fig. 19 (top right). Results show
that in the air reactor particles are more fluctuating than in the fuel
reactor, and much more than in the lifter where most of the move-
ment is represented by a collective transport. The inter-particle
collision time is shown in Fig. 19 (bottom). Its dependency on
the solid volume fraction is inherent to the model. Results addi-
tionally show that for a given value of the solid volume fraction,
the collision time is lower in the air reactor where agitation is lar-
ger, i.e. collision frequency is higher in the part of the CLC corre-
sponding to stronger particle fluctuations. The inter-particle
collision time takes large values at the maximum compaction
because the particle random kinetic energy tends to zero in such
zones (see Fig. 19 (top right)).

Two additional quantities are examined, which are the ratio
between the gas-particle velocity covariance, qgs, and twice the
gas (k) or particle (q2

s ) kinetic energies. These ratios are relevant
in the interpretation of the flow behavior. Results are given in
Fig. 20. A first information is obtained looking at the term in Eq.
(28), which represents the effect of the interphase kinetic energy
exchange on the evolution of the particle random kinetic energy
(Eq. (22)). Fig. 20 (right) shows that in all the relevant parts of
the CLC the ratio qgs=2q2

s is generally smaller than unity, and even
smaller in the air reactor, except in very dense zones where the
solid volume fraction tends to the maximum compaction. In this
case q2

s is very small because of the larger dissipation in such zones.



Fig. 19. Instantaneous fluid-particle correlation coefficient, particle fluctuant kinetic energy and inter-particle collision time versus the solid volume fraction.
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A ratio qgs=2q2
s smaller than unity means that the term in Eq. ((28))

is a negative quantity, i.e. the particle agitation is not due to the
entrainment by the turbulence, which on the contrary acts at dis-
sipating the particle fluctuations. The same destruction effect is
found in the balance equation of the gas turbulent kinetic energy
(Eq. (11)), based on the interphase coupling term (Eq. (13)) and
the results of Fig. 20 (left). In this case, the effect of the scalar pro-
duct of the drift with the relative velocity is found to be lower than
the other contributions in the coupling term. More complicated is
instead the interpretation of the results on the evolution of the
covariance itself (Eq. (29)). Looking at the source term in Eq.
(31), it comes out that the first contribution is positive. The second
one depends instead on the intensity of the correlated part of the
particle kinetic energy, which may be related to the ratio between
the gas-particle velocity covariance and the gas kinetic energy as
follow: ðqsg � 2~q2

s Þ ¼ qsgð1� qsg=2kÞ (Section 2). If qsg < 2k, a nega-
tive sign can be anticipated, which means that the second term in
Eq. (31) acts at dissipating the gas-particle velocity covariance.
Globally, the source term corresponding to Eq. (31) is a destruction
term when asqs=agqg > 1.

Finally, Fig. 21 shows snapshots of some relevant quantities of
the gas-particle flow. Some of the most important information is
that the gas turbulent kinetic energy is largely dissipated by the
particle two-way coupling effect and is much smaller than the par-
ticle fluctuant kinetic energy. The gas turbulent viscosity is found
much lower than its laminar counterpart (1:7� 10�4 m2/s) reveal-
ing that, in the CLC at the current operating conditions, the gas tur-
bulence predicted by the k� e model has no effect on the gas flow
prediction. In addition, the correlation coefficient based on the
19
fluid-particle velocity covariance (Eq. (46)) is very small showing
that both gas and particle fluctuating velocities are uncorrelated.
As a consequence, the proposed correlated model predicts that,
in such a flow configuration, the random velocities of neighboring
discrete particles are largely uncorrelated and the total predicted
particle fluctuant kinetic energy may be recognized as the granular
temperature.
5. Conclusion

A model based on the Euler-Euler approach is adopted in this
study to predict the hydrodynamic behavior of a chemical looping
combustion system. Three-dimensional unsteady numerical simu-
lations of a 150 kWth pilot (operating at SINTEF, Trondheim, Nor-
way) were carried out using NEPTUNE_CFD, with the main goal
to gain insight in the local and instantaneous flow behavior and
operating characteristics. In the original experiments, the CLC pilot
operated with ilmenite as oxygen carrier and biomass (wood pel-
let) as fuel. In this numerical study, biomass was not considered
as an additional solid phase and gases from biomass conversion
and redox reactions were accounted for by adjusting the injection
conditions. Moreover, an isothermal flow was assumed, since the
150 kWth CLC system operates in almost uniform temperature con-
ditions, according to the experiments. The numerical geometry
was built according to the experimental facility and was dis-
cretized by using a numerical mesh corresponding to a suitable
compromise between fine and coarse meshes, considering both
the accuracy and computational costs. Results about the pressure
in the different parts of the pilot showed a general agreement



Fig. 20. Instantaneous ratio between the gas-particle velocity covariance and twice the turbulent kinetic energy (on the left) or particle kinetic energy (on the right), versus
the solid volume fraction.
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between numerical predictions and experimental data, proving
that the simplifying assumptions considered in this study allow
to reproduce satisfactorily the flow regime. The hydrodynamics
20
of the process was therefore investigated in detail, in particular
studying the solid mass flow rates, the gas and solid velocities
and the particle distribution in the relevant parts of the CLC sys-



Fig. 21. Instantaneous visualization of gas kinetic energy, gas turbulent viscosity, particle fluctuant kinetic energy and gas-particle velocity covariance.
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tem. Numerical simulations showed that the air reactor operates in
a circulating bed regime, while the fuel reactor works in a mixed
regime, in between a dense and a circulating fluidized bed. Numer-
ical simulations also showed that the gas turbulence is negligible
at this operating condition and weakly correlated with the particle
fluctuating motion. So, according to the modeling approach, agita-
tion between neighboring particles was found rather uncorrelated
and for these reasons, both the uncorrelated and correlated colli-
sion models led to almost the same results. The effects of the
two limit-case wall boundary conditions (free-slip and no-slip)
for the mean particle velocity were also analyzed. According to
the solid circulation, it was found that a no-slip condition in the
air reactor leads to an increase of the global circulation rate. The
reason is not completely understood. The asymmetry of the solid
velocity radial profiles in the air reactor makes the back-mixing
analysis inconclusive at this stage. Further studies are needed to
clarify this point. The results however suggested that a no-slip
boundary condition can be considered satisfactory in a dense
regime, but its use should be avoided in dilute zones, such as in
the air reactor. The question of the wall boundary conditions for
the solid phase is an important point that deserves to be investi-
gated further, and it is left as a future work. Indeed, more appropri-
ate boundary conditions should be used to represent the behavior
21
of the different particle–wall interactions in the presence of both
dense and dilute regimes. Globally, the current study assessed sat-
isfactorily the isothermal, non-reactive modeling approach regard-
ing the hydrodynamic predictions of a reactive unit. This allows the
design phase to deal with the reactive aspects at a later time.
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Appendix A. Additional figures
Fig. A.22. FR loop-seal scheme: original sketch accounting for three chambers (left); numerical simulation (right).

Fig. A.23. Instantaneous solid volume fraction in a middle plane within the fuel reactor at the beginning stage of the simulation.
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