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a b s t r a c t 

The effect of turbulence on heterogeneous reactions on the surface of char particles embedded in a tur- 

bulent oxidizer, consisting of oxygen and carbon-dioxide, is in this work studied numerically. It is shown 

that for a small Damköhler number ( Da ), which is the ratio between a turbulent and a chemical time 

scale, the char conversion rates are somewhat increased by the turbulence. This is found to be due to the 

increased mass transfer rate to the char particle surface that is caused by the turbulence-induced relative 

velocity between the char and the oxidizer. For large Damköhler numbers, however, the char conversion 

rate is strongly reduced due to particle clustering. This reduction is explained by the fact that when par- 

ticles are clustered in densely populated particle clusters, the transfer of oxygen to the particles in the 

centre of the clusters is reduced since the oxygen is consumed by the particles closer to the external 

surface of the cluster. At the same time, high concentrations of oxygen exist in the voids between the 

particle clusters. This oxygen cannot take part in the conversion of the char until it is transported to 

the char surface. The effects of turbulence on the heterogeneous reaction rates are furthermore modelled 

based on Direct Numerical Simulation (DNS) data for a simplified reacting gas particle system. 

© 2017 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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1. Introduction 

Numerical simulations are an important tool in predicting the

performance, and planning the operation, of industrial applications

involving heterogeneous reactions, such as pulverized coal com-

bustion (PCC) or biomass gasification. To increase efficiency and

decrease the environmental impact of new systems and optimize

existing ones, more insight into the details of combustion pro-

cesses is essential. Since combustion processes are a complex in-

teraction of physical and chemical effects such as mass, momen-

tum, heat and species transfer over a wide range of scales, also in

conjunction with chemical reactions, detailed simulations of even

just components of an industrial combustion system are challeng-

ing in respect to computational costs. This restricts simulations of

industrial scale combustion systems to be very coarse and use em-

pirical models. This is especially true if a lot of cases have to be

simulated for a parametric study. 

A common approach used in industry and research is the

Reynolds-Averaged Navier Stokes (RANS) model [1,2] . The evolu-

tion of the particle position in turbulence can be accounted for by,

among others, stochastic tracking [3] , or by solving a joint PDF that
∗ Corresponding author. 
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s derived from probabilistic models of both the fluid and particles

4] . To account for the interaction between the turbulent flow field

nd chemistry, closure models for RANS have been developed that

se transported PDF methods for both gas and particle phase at-

ributes [5,6] and show good agreement with measurements of the

emi-industrial IFRF furnace No.1. However, the effect of clustered

articles due to turbulence on the reaction rates is not explicitly

ccounted for. 

Recently, the first Large-Eddy simulations (LES) are employed

or pilot scale systems [7–9] . The work of Stein et al. [8] presents a

oint effort of three different research groups to present a com-

rehensive LES of pulverized coal combustion. For two of the

hree groups, particle dispersion is also taken into account with

 stochastic component. Combustion of char is modelled using

he kinetic diffusion rate model introduced by Baum and Street

10] or an intrinsic model presented by Smith [11] . For all three ap-

roaches, the obtained velocity fields show good agreement with

xperimental data, but there are some differences regarding the

emperature and species data. The simulation of Watanabe et al.

as able to predict the coal burnout along the central axis of a

ab-scale coal jet flame to within measurement error, and could

eproduce unstable combustion performance for a large-scale coal

urner [9] . Watanabe et al. also combines LES with a flamelet

odel model [12] to investigate ignition and extinction of lab-scale
. 

http://dx.doi.org/10.1016/j.combustflame.2017.07.008
http://www.ScienceDirect.com
http://www.elsevier.com/locate/combustflame
http://crossmark.crossref.org/dialog/?doi=10.1016/j.combustflame.2017.07.008&domain=pdf
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nd industrial-scale burners, and coal burnout along the central

urner axis is in good agreement with measurements for the lab

cale burner. Ignition limits for the industrial scale burner obtained

rom the simulation compare well with flame images from the ac-

ual burner, and the simulation is able to successfully predict a

harp decrease in flame stability near the ignition limit. 

These modelling approaches require subgrid models that ac-

ount for flow and chemistry effects on scales that are smaller than

hat is resolved by the simulation. The subgrid models used in

ANS and LES are developed by theoretical and statistical analy-

is of the basic processes of combustion, studying lab scale sys-

ems or numerical experiments using Direct Numerical Simulation

DNS), where all relevant turbulent scales are resolved. Although

hey are computationally expensive [13] , DNS provide a way to

on-intrusively study turbulent combustion systems and yield flow

tatistics that are difficult or impossible to obtain in real experi-

ents [14] . This accurate description of the flow in DNS makes it

specially suitable to study turbulent flows in detail. The insights

ained can then be utilized to develop models and correlations

hat can be used in simulations of industrial systems. 

It is known that turbulence affects combustion systems on

ifferent scales, from the recirculation zone behind a bluff body

urner to the flow far downstream. Turbulence is also essential

or mixing and transport of physical quantities, such as energy

nd species composition, which in turn have an influence on

he reaction rates. For the case of homogeneous combustion, the

nteraction between turbulence and combustion has been studied

xtensively, and consequently a large variety of models have been

eveloped. For premixed flames e.g., models that are based on

he interaction of scales [15] , probabilities to find either burned

r unburned gases [16,17] , or geometrical descriptions of the

ame [18,19] can be used. In the case of non premixed flames

ith infinitely fast chemistry, one can use a presumed Probability

ensity Function (PDF) [20] or the Eddy Dissipation Concept

EDM), where the reactions are limited by either a deficiency of

uel, oxidizer or energy [21] , or the Conditional Moment Closure

CMC), where all variable parameters are conditionally averaged

n flow parameters such as the mixture fraction [22,23] . If the

hemistry is not assumed to be infinitely fast, the reaction rates

ay be obtained from flamelet libraries based on presumed PDFs

f unsteady flamelets to account for transient effects [24] or local

hemical equilibrium if the chemical time is still much smaller

han the convective or diffusive time scales [25] . Each of these

odels have individual strengths and shortcomings making them

pplicable to different combustion conditions. The review paper by

eynante and Vervisch [26] and the book by Poinsot and Veynante

27] provide an excellent overview over the state of homogeneous

ombustion research and the models for turbulence chemistry

nteraction in use and development. 

Combustion of solid matter adds more complexity to the phe-

omena of turbulence chemistry interaction due to the multi phase

ature of the problem. Depending on the composition of the fuel,

ach particle has to undergo drying, devolatilization/pyrolysis and

nally heterogeneous combustion, all of which have to be ac-

ounted for in a complete description of the combustion process

28] . Compared to the heating and devolatilization processes, and

ven the conversion of devolatilized fuels, the combustion of fuel

hrough heterogeneous reactions is slow [29,30] , which makes an

ccurate prediction of the process all the more crucial for achiev-

ng good combustion efficiency. The interested reader is referred

o the article of Eaton et al. [31] for a review on models used

n pulverized coal combustion. However, to the authors’ knowl-

dge, there is no turbulence-chemistry model connecting the ef-

ect of turbulence to the process of conversion of a dried, de-

olatilized char particle, which is the objective of the present

ork. 
A reacting particle and the surrounding turbulent flow are in-

eracting on different scales, and these effects can increase or de-

rease the reaction rate depending on turbulence intensity. At the

cale of a particle, the flow around the particle is responsible

or transporting reaction products away from the particle surface,

nd bringing reactants to it. Additionally, turbulence increases heat

ransfer from and to the particle, leading to a change in the speed

f reaction [32] . On larger scales, turbulence leads to a preferen-

ial concentration of particles [33,34] , where particles form dense

article clusters, separated by voids where nearly no particles are

resent. This can separate the solid fuel from the gaseous oxidizer.

escribing the shape and size of these particle clusters and voids

s a major research field in itself [35] . 

Annamalai and Ramalingam [36] performed a theoretical study

f the combustion behaviour of clusters of coal particles in a qui-

scent flow and identify three distinct regimes, which are defined

y low, medium or high particle concentrations inside the clusters.

he Individual Particle Combustion (IPC) regime is characterized

y that the distances between particles are so high that their

nteraction can be neglected. For medium particle concentrations,

he particles on the outside of the clusters consume the oxidizer

ast enough so that particles on the inside of the cluster react

nder fuel-richer conditions, which is called Group Combustion

GC). Finally, for high particle concentrations, the outermost shell

f particles consumes all the oxidizer which is transported to it,

ffectively preventing oxidizing species transport to the internal

articles. This combustion regime is called Sheath Combustion

SC), as only the sheath of the particle cluster is reacting. These

egimes were found to have different combustion rates [36] . It is

eported that in the IPC, a decrease in particle size (by particle

reak up, leading to a increase in particle number) results in an

ncrease in the surface specific burning rate. In the SC regime, a

ecrease in particle size may result in a decrease of the surface

pecific burning rate. A similar finding is reported by Reveillon

nd Demoulin [37] , who examined the evaporation behaviour of

roplets in turbulent flows and found that the evaporation rate

nside droplet clusters is slower than on the outside. This is due

o the fast saturation of the fluid inside the droplet clusters and

he slow mixing of saturated and unsaturated fluid. 

Due to the increase of available computing power, DNS of pul-

erized coal jets under highly turbulent conditions have recently

een published, providing insights into this complex phenomenon.

uo et al. performed a DNS of a pulverized coal jet flame [29] for

 Reynolds number of around 30 0 0 0 and compare their results

ualitatively with experiments. They identify GC regimes at the

et nozzle and IPC regimes further downstream in the jet. The

ame numerical approach has been used to investigate the flame

tructures in a pulverized coal jet flame [38] . It is found that

ulverized coal flames feature both premixed and non-premixed

ombustion, with non-premixed combustion dominating. A lab-

cale pulverized coal jet flame was studied by Hara et al. [39] ,

ho propose a simple global reaction scheme that takes into ac-

ount the effects of devolatilization products on the homogeneous

eactions. A good agreement on the particle motion between sim-

lation and experiments is reported. Moreover, they find different

ombustion regimes in the inner and outer flame layer. Brosh and

hakraborty investigated the effect of equivalence ratios and ve-

ocity fluctuations on pulverized coal combustion [40] and ignition

41] and found that the premixed combustion regime (which is

ore similar to IPC and GC than to SC) is more prominent for

igher turbulent velocity fluctuations and vice versa. Moreover, an

ncrease in velocity fluctuations is beneficial for mixing, but too

igh velocity fluctuations lead to flame extinction by increasing

he heat transfer from the flame kernel. However, the published

tudies focus either on early stages of the combustion, where de-

olatilized fuel is the main driver of combustion [40] , or on flows
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with non-isotropic turbulence [39] . Muto et al. studied coal particle

swelling due to devolatilization and its effect on combustion in a

pulverized coal jet flame [42] . The simulation code and the sim-

ulated flame are the same as in the study of Hara et al. [39] . For

this setup, taking into account particle swelling and shrinkage had

no significant effect on the gas temperature distribution. While all

studies account for char conversion, it is not explicitly studied. 

The present work is part of an effort to provide a subgrid model

to account for the effect of turbulence on heterogeneous reactions

(such as char oxidation). DNS is used to study clustered char parti-

cles in a turbulent reacting flow and analyse the effect of changing

Damköhler numbers on the char oxidation rates. The Damköhler

number relates the typical time scale of mixing to the time scale of

a chemical reaction. Here, the turbulent integral time scale is taken

as the mixing time scale, and the time scale of a diffusion lim-

ited chemical reaction (described in Section 3 ) describes the chem-

ical time scale. This is an extension of earlier work that studied

this effect in a simplified setup [43,44] , where the isothermal con-

sumption of a passive scalar by particles in a turbulent flow was

studied by DNS. This work is now extended to a DNS with hetero-

geneous reactions between reactive chemical species in order to

study the interaction between the kinetics of heterogeneous reac-

tions and turbulent clustering. 

Although complex char oxidation reaction mechanisms exist

[45,46] , the wide range of time scales of the individual reactions

make a deduction of basic flow properties and timescales used in

the analysis complicated. Moreover, calculating and storing many

species and their reaction rates for both flow field and a large

number of particles is prohibitively expensive, hence a simple

mechanism is used in this work, although the mathematical frame-

work is developed for a generic kinetic case. This also reduces the

complexity and significantly simplifies the analysis of the data ob-

tained from the simulations. 

The combustion process investigated in this work is represented

by oxy-fuel combustion, which has been proposed as one measure

to implement carbon capture technologies, and hence, decrease the

environmental impact of fossil fuelled energy generation, as sum-

marized in the review paper of Chen et al. [47] . The main differ-

ence between oxy-fuel and conventional combustion is that in-

stead of air, pure oxygen together with recirculated flue gases,

mainly CO 2 , is used as oxidizing agent. Thus, it represents a sim-

ple case to study when only oxygen is assumed to be the oxidizing

species. This further reduces the computational effort compared to

an air fired case, as the absence of nitrogen yields a lower number

of species as well as true binary diffusion. 

The paper first gives an overview of the equations that are

used to describe the fluid, the particles and their interaction in

Section 2 , followed by an introduction of all dimensionless num-

bers in Section 3 . Thereafter, a model is proposed to describe the

effect of turbulent clustering on the heterogeneous reaction rates,

followed by the boundary and initial conditions of the DNS cases

in Section 5 . In Section 6 , the data obtained is shown and compared

with the proposed model, followed by a short discussion of the re-

sults and future work in Section 7 . 

2. Numerical modelling 

2.1. Fluid equations 

For the DNS simulations shown in this work, “The Pencil-Code”

[48] is used, which is a an open source CFD code. It solves the

fluid equations using a sixth-order finite difference scheme for spa-

tial discretization and a compact third-order Runge–Kutta scheme

[49] for temporal discretization. Gravity is neglected for both par-

ticle and fluid phase for simplicity and all domain boundaries are

periodic. The implementation of the homogeneous chemistry has
reviously been described in detail by Babkovskaia et al. [50] . The

ontinuity equation is solved as 

D ρ

D t 
= −ρ∇ · u + S ρ, (1)

here D / D t = ∂ /∂ t + u · ∇ is the advective derivative, ρ is the

ensity, u is the velocity and S ρ is the mass source term due

o mass transfer from the particles to the fluid. All source terms

resent in the fluid equations are explained in Section 2.2 . The mo-

entum equation is written in the form 

D u 

D t 
= −∇p + ∇ · τ + f + S m,p , (2)

here p is pressure and f is a volume force, which in the present

ork is given by a turbulent forcing. The forcing at time t and po-

ition x is given by 

f (x, t) = Real 
(
N f w (t) exp [ iw (t) · x + iφ(t)] 

)
, (3)

here the wave vector w ( t ) and the random phase φ( t ) are chang-

ng at every time step, and N is a normalization factor. The forcing

mploys nonhelical transversal waves of the form 

f w 

= 

(w × e ) √ 

w 

2 − (w · e ) 2 
, (4)

here e is a unit vector not aligned with w . This approach yields

orcing that is correlated in space, but not in time. It essentially

ntroduces shear at large scales, which is found in real applications.

he forcing mechanism, which has been used in many studies, is

escribed in detail in the work of Brandenburg et al. [51] and yields

omogeneous isotropic turbulence. The viscous stress is given by:

= 2 ρμS, (5)

here S = (1 / 2)(∂ u i /∂ x j + ∂ u j /∂ x i ) − (1 / 3) δi j ∇ · u is the trace-

ess rate of strain tensor. Since the resolution in all cases is suffi-

ient to resolve the smallest scales of the turbulence, no modelling

f turbulence is required. The term S m,p in Eq. (2) accounts for the

omentum that is transferred to the fluid by the mass that is re-

eased from the particle. The equation for the mass fraction of each

pecies is given by 

D Y k 
D t 

= −∇ · J k + ˙ ω k + S y,k , (6)

here Y k is the mass fraction of species k , J k is the diffusive flux

nd ˙ ω k is the chemical source term of species k due to homoge-

eous reactions, described in detail in the work of Babkovskaia

t al. [50] , and S y,k is the source term due to gas phase species

eing involved in heterogeneous reactions. The diffusive flux of

pecies k is given by 

 k = ρY k V k (7)

hen V k is the diffusive velocity of species k . Finally, the energy

quation [50] is 

 v 
D ln T g 

D t 
= 

N species ∑ 

k 

(
− ∇ · J + ˙ ω k 

)(
R 

m k 

− h s,k 

T g 

)
− R 

m k 

∇ · u 

+ 

2 μS 2 

T g 
− ∇ · q 

ρT g 
+ S T,con v + S enth , (8)

here T g is the gas temperature, c v is the heat capacity at constant

olume, R is the universal gas constant, h s,k is the sensible enthalpy

f species k, m k is the molar mass of species k , 

 = 

N species ∑ 

k 

h k J k − k g ∇T g (9)
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a  
s the heat flux and h k = h s,k + �h 0 
f,k 

becomes the enthalpy of

pecies k when �h 0 
f,k 

is the heat of formation of species k . The

hermal conductivity is given by k g . In the above equation, the sum

f the conductive and convective heat transfer from the particles to

he gas is given by S T, conv . The mass that is transferred to the fluid

arries enthalpy with it, which is accounted for by the term S enth . 

.2. Particle source terms 

The mass source term due to particle mass loss in Eq. (1) is

iven by: 

 ρ = 

−1 

δV 

N p,cell ∑ 

i 

dm p,i 

dt 
. (10) 

In the above equation, m p,i represents the mass of particle num-

er i and δV is an arbitrary control volume to which the transfer

erm is applied, which in the present work is the volume of one

rid cell. Since there can be more than one particle in one cell a

ummation over all particles i in a grid cell is required. The num-

er of particles in the cell is given by N p,cell . 

The momentum transfer due to mass transfer from particle to

uid in Eq. (2) is given by 

 m,p = 

1 

δV 

∑ 

i 

˙ m p,i (u − v p,i ) , (11)

here v p,i is the velocity of particle i . The species source term

oming from particle reactions in Eq. (6) is given by 

 y,k = 

1 

δV 

N p,cell ∑ 

i 

(
˙ W k,i + Y k 

dm p,i 

dt 

)
. (12) 

ere, ˙ W k,i is the source of gas phase species k due to heteroge-

eous reactions on particle i (see Eq. (29 )). 

The energy source term due to convective and conductive heat

ransfer from particle to fluid in Eq. (8) is 

 T,con v = 

1 

δV 

1 

ρT g 

N p,cell ∑ 

i 

Q c,i , (13) 

hen 

 c,i = H i A p,i (T p,i − T g ) , (14)

s the heat transfer from particle to fluid and the temperature of

article i is T p,i and its surface area is A p,i = 4 π r p,i , where r p,i is

he particle radius. 

The energy that is carried by the mass transfer from particle to

uid in Eq. (8) is calculated by 

 enth = 

1 

δV 

1 

ρT g 

N p,cell ∑ 

i 

˙ W k,i h k,i (T phase ) . (15)

he temperature T phase , at which the species enthalpy is evaluated

s taken from the phase where the species originated. When gas

hase species are consumed, the enthalpy is evaluated at the gas

hase temperature, if the species in question is produced by the

article, its enthalpy is evaluated at the particle temperature. The

eat transfer coefficient H i , taken from [52] , can be expressed as 

 i = 

Nu i k g 

2 r p,i 

B i 

exp (B i ) − 1 

(16) 

hen Nu i is the Nusselt number obtained from the Ranz–Marshall

32] correlation: 

u i = 2 + 0 . 6 Re 0 . 5 p,i Pr 0 . 33 (17)
ith Pr being the Prandtl number of the fluid, calculated as 

r = 

μc p 

k g 
, (18) 

here μ is the dynamic viscosity of the fluid and c p the heat ca-

acity at constant pressure. The particle Reynolds number is given

y 

e p,i = 

d p,i | v p,i − u | 
ν

, (19) 

hen d p,i = 2 r p,i is the particle diameter. The Stefan flow constant

n Eq. (16) is given by 

 i = 

˙ m p,i c v 

2 π r p,i Nu i k g 
. (20) 

n this work, we use the ideal gas equation of state, such that the

ressure is found as 

p = 

ρRT 

m 

. (21) 

etailed expressions for viscosity, species diffusion, thermal con-

uction, enthalpy and heat capacity are found in [50] . 

To increase the numerical stability of the simulations, the par-

icle related source terms in the fluid equations S ρ , S Y,k , S m,p , and

 enth are stored in temporary scalar or vector fields and diffused by

aplacian diffusion before being added to the fluid cells. A general

ow variable θ0 is stored in a scalar field, using a projection onto

eighbouring nodes (PNN) method before the diffusion steps are

erformed. The value of the variable is then, after the n th diffu-

ion step: 

n +1 = θn + 

D num 

�t 

N step 
∇ 

2 θn , (22) 

hen D num 

is a numerical diffusion coefficient, �t is the simula-

ion timestep and N step is the total number of diffusion steps that

re performed on the scalar field before it is applied to the respec-

ive grid nodes. This is done once per global timestep. A compact

th order scheme is used to obtain the second derivative. The dif-

usion coefficient D num 

is chosen as small as possible while still

nsuring stability for the simulations. With this set-up, 80% of the

otal mass, energy or species transfer from the particle to the fluid

s added to nodes directly neighbouring the node the particle is

losest to. The effect of diffusing the scalar field is comparable with

patial filtering with a Gaussian filter with a standard deviation of

.3 �x . This approach greatly stabilizes the simulations without sig-

ificantly changing the dynamics of the flow. An alternative to the

pproach described above is to use a spatial filter to distribute the

ffect of a particle onto several fluid grid points. The spatial fil-

er would typically be a weighted distribution over the fluid grid

oints in the neighbourhood of the particle. For more numerical

tability, a spatial filter with a larger radius of influence will be

eeded, which means that the effect of the particle will be dis-

ributed over more grid points. The effect of the radius of influ-

nce in such methods is studied by Sundaram and Collins [53] .

uring the development of the method used in the current work,

omparisons with established interpolation methods for particle-

uid transfers, like the particle-in-cell-method (PIC) of Squires and

aton [54] and the (PNN) method as used by Elghobashi and Trues-

ell [55] , have been performed. The comparisons were performed

or particle number densities where both PIC and PNN were sta-

le. Timeseries of key simulation attributes, such as particle and

as temperature and particle mass loss, were between the results

hat PNN and PIC yielded. 

.3. The particle equations 

The particle model of the Pencil-Code has been extended to

ccount for reactive particles, which exchange momentum, mass,
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species and energy with the fluid. A detailed description of the

particle reaction model can be found in Haugen et al. [52,56] . The

only momentum transfer from the particles to the fluid is via the

mass they transfer to the fluid. The back reaction due to the par-

ticle drag force is not considered in this work, since its focus does

not lie on turbulence statistics. The particles are regarded as point

particles, displacing no fluid, which is valid for particles that are

much smaller than the grid cells. Furthermore, particle-particle in-

teractions are not considered due to the dilute nature of the flow.

Particle tracking is achieved using a Lagrangian formalism where

the evolution equation for the particle velocity is given as 

d v p 
d t 

= 

F p 

m p 
, (23)

and for the position as 

d x 

d t 
= v p , (24)

where m p , v p and x are the mass, velocity and position of the par-

ticle’s centre of mass, respectively. Furthermore, the force F p is the

sum of all forces acting on the particle. Since gravity is neglected,

and since a high density ratio between the particles and the fluid

is assumed, the only force on the particles that has to be consid-

ered is the drag force. The Stokes drag, with extension to low and

medium particle Reynolds numbers, is used in the present work.

This means that the total force acting on the particles is given by

F p = 

1 

2 

ρC D A p | u − v p | (u − v p ) = 

m p 

τp 
(u − v p ) , (25)

when 

τp = 

2 m p 

ρC D π r 2 p | u − v p | = 

8 ρp r p 

3 ρC D | u − v p | = 

Sd 2 p 

18 ν(1 + f c ) 
(26)

is the particle response time (Stokes time). In this equation, S =
ρp /ρ is the density ratio between a particle and the fluid. The ex-

tended Stokes drag coefficient is 

 D = 

24 

Re p 
(1 + f c ) , (27)

where f c = 0 . 15 Re 0 . 687 
p is due to the Schiller–Naumann correlation,

which is valid for particle Reynolds numbers up to 800 [57] . The

particles in our simulations have a mean particle Reynolds number

of 0.1. The mass loss rate of a single particle is calculated as: 

dm p 

dt 
= −

N species ∑ 

k 

˙ W k , (28)

while the net species mass production rate is given by 

˙ 
 k = A p ̂

 RR k M k . (29)

The surface area of the particle is denoted A p , the molar mass of

species k is M k and 

̂ RR k = 

N reactions,het ∑ 

j 

(ν ′′ 
j,k − ν ′ 

j,k ) ̂
 R j (30)

is the surface specific molar production rate of species k . The sto-

ichiometric coefficients ν ′ 
j,k 

and ν′′ 
j,k 

are for the reactant and prod-

uct side of reaction j , respectively. The rate of reaction j is given

by: 

̂ R j = k kin, j 

( N species ∏ 

l 

(
X l,s C g 

)ν ′ 
j,l 

)
. (31)

Here, X l, s is the mole-fraction of species l at the particle surface,

C g is the local gas concentration, which is evaluated at the particle
lm temperature T f ilm 

= T p + (T g − T p ) / 3 and found from the ideal

as law; 

 g = 

N m 

V 

= 

p 

RT f ilm 

. (32)

n this equation, N m 

represents the number of moles in the volume

 . The kinetic rate of reaction j is given by the Arrhenius expres-

ion 

 kin, j = B n, j T 
αn, j exp (−E an, j /RT p ) , (33)

here B n is the pre-exponential factor, αn is the temperature ex-

onent, and E an the activation energy, which are all empirical co-

fficients that are given by the kinetic mechanism. 

For a single irreversible global heterogeneous reaction with only

ne homogeneous reactant species r , an algebraic solution for the

urface mole fraction X r,s of the reactant can be found by apply-

ng the Baum and Street model [10] and assuming equilibrium be-

ween the transport and consumption of the reactant r : 

X r,s ̇ n total ︸ ︷︷ ︸ 
te fan F low 

−C g k di f f (X r, ∞ 

− X r,s ) ︸ ︷︷ ︸ 
Di f f usion 

= C g k kin X r,s ︸ ︷︷ ︸ 
Production/Consumption 

. (34)

f the heterogeneous reaction is unimolar, i.e. ˙ n total = 0 ,

q. (34) gives a very simple expression for the mole fraction

f reactant r at the particle surface; 

 r,s = 

X r, ∞ 

k di f f 

k kin + k di f f 

, (35)

hen k diff is the mass transfer coefficient. For multiple reactant

pecies, a multivariate set of Eq. (35) can be solved by a Newton–

aphson method. The expression in Eq. (35) makes it possible to

se the mean reactant mole fraction in the grid cell, X r , ∞ 

, instead

f the reactant mole fraction at the particle surface, X r,s . This ap-

roach can only be used when the volume of the boundary layer

round the particle is much smaller than the volume of the grid

ell, which necessitates small particles. For a single reaction with

ne reactant species, Eq. (31) then reduces to 

̂ 

 = k e f f X r, ∞ 

C g , (36)

hen the mean effective reaction coefficient, 

 e f f = 

k kin k di f f 

k kin + k di f f 

, (37)

s introduced to account for kinetic reaction rate as well as diffu-

ive transport of reactant to the particle. The term k diff is the mass

ransfer rate, which is defined by 

 di f f = 

D Sh 

2 r p 
, (38)

here D is the diffusivity in the bulk gas and 

h = 2 + 0 . 69 Re 0 . 5 p Sc 0 . 33 (39)

s the particle Sherwood number, which is obtained using the

anz–Marshall correlation [32] for flows with low and interme-

iate Reynolds numbers. Here, Re p is the particle Reynolds num-

er and Sc the Schmidt number. It is interesting to note that for

 RANS simulation, the relative velocity between the particles and

he fluid cannot be resolved and has to be modelled. In many RANS

odelling tools, it is therefore customary to include some kind of

article dispersion model, where the particles are displaced in ran-

om directions and distances based on the local turbulence param-

ters in order to make the particles diffuse through the fluid. As a

y-product of the particle dispersion that is obtained with these

odels, there will be a relative velocity between the particles and

he fluid, but, since no account is made for the correlation with

he instantaneous turbulent structures, this velocity does not have
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nything to do with the reality. It is therefore often better to sim-

ly neglect the effect of the relative particle-fluid velocity by set-

ing the particle Reynolds number in Eq. (39) to zero, such that the

herwood number becomes 2. Hence, for a quiescent fluid, or for a

ANS simulation, the Sherwood number is 2 and the mass transfer

oefficient then reduces to 

 di f f ,q = D/r p . (40) 

The particle temperature evolution is given by: 

dT p 

dt 
= 

1 

m p c p,p 
( Q reac − Q c + Q rad ) , (41)

here Q reac is the heat due to the surface reactions, Q c the con-

uctive heat loss to the fluid and Q rad = 4 εσπ r 2 p (T 4 s − T 4 p ) is the

adiative heating of the particle. Here, ε is the emissivity, σ the

tefan–Boltzmann constant and T s is the temperature of the sur-

oundings. If T p > T s , this corresponds to a situation where the par-

icles are radiatively cooled, acting as heat sinks in the system. The

article heat capacity is denoted by c p,p . The particle is assumed to

e thermally thin, resulting in a uniform temperature distribution

hroughout the particle. 

The reactive heating rate is given by: 

 reac = A p,i 

n reactions ∑ 

j 

̂ R j h j , (42)

hen the heating due to reaction j is composed of the surface spe-

ific reaction rate ̂ R j and the heat of reaction h j . The specific en-

halpies are calculated at the particle temperature for all products

nd for all solid reactants, and at the gas temperature for gaseous

eactants. The reactive heating only heats up the particle, as the

eat loss to the fluid is already accounted for by evaluating the

pecies enthalpy that is transferred to the fluid at the particles

emperature in the term S enth in Eq. (15) . 

. Dimensionless numbers 

In this work, four dimensionless numbers are of special interest

nd therefore explained in detail: The Damköhler number Da, the

herwood number Sh, which is introduced in Eq. (39) , the parti-

le Stokes number St and the Sherwood correction factor ˜ α. The

amköhler number is the ratio between the turbulent time scale

L and the chemical time scale τ hom 

: 

a = 

τL 

τhom 

, (43) 

here τ hom 

is the inverse of the ideal homogeneous reaction rate.

f we assume a reactive object, which is typically a particle or

 dense cluster of particles, the ideal homogeneous reaction rate

hen depends on the mean reactive surface area of the object A 

′ 
,

he mean reactive density n ′ and its effective reaction rate k 
′ 
e f f .

ccordingly, τ hom 

can be expressed as 

hom 

= 

1 

αhom 

= 

1 

A 

′ 
n 

′ 
k 
′ 
e f f 

, (44) 

uch that the Damköhler number becomes: 

a = αhom 

τL = A 

′ 
n 

′ 
k 
′ 
e f f τL . (45) 

he turbulent time scale considered in this work is the time

cale τ L of the integral scale, L = L dom 

k dom 

/k f , where k dom 

is the

avenumber of the domain size L dom 

and k f is the wave number

f the external forcing. Subsequently τ L is given by 

L = 

L dom 

k dom 

k f u RMS 

, (46) 
here the root mean square velocity is u RMS . The particle Stokes

umber is given by the ratio between the particle response time

nd the turbulent time scale: 

t = 

τp 

τL 

. (47) 

o achieve clustering at the large scales of the flow, the density

nd radius of the particles are chosen so that for the simulations

n this work a Stokes number of approximately 1 is achieved. For

ow Da, the fluid composition and temperature is relatively homo-

eneously distributed throughout the domain. This means that the

uid surrounding a given particle is not directly influenced by the

articles in its immediate neighbourhood, but rather by the accu-

ulated effect of all particles in the domain. Thus, the reaction

ate, and hence also the Damköhler number, scale proportionally

o the mean surface area of the particles A 

′ = A p , the mean parti-

le number density in the domain n ′ = n p and mean effective par-

icle reaction rate k 
′ 
e f f = k e f f , p , which means that the Damköhler

s given by 

a = A p n p k e f f , p τL = αhom,q τL , (48) 

hen the ideal homogeneous reaction rate is 

hom,q = A p n p k e f f , p , (49) 

or a quiescent fluid ( Sh = 2) and a mean effective particle reaction

ate k e f f , p that is equal to the mass transfer rate k diff, is established

s a base value to compare against. This case, when k di f f = k e f f , p ,

orresponds to the situation when k diff � k kin , i.e., when the reac-

ions are diffusion controlled. The ideal homogeneous reaction rate

s also used to define the Damköhler number of each case. 

. Heterogeneous combustion regimes 

.1. Low Damköhler number, IPC regime 

For low Da and diffusion limited reaction rates, the actual re-

ction rate is higher than the ideal homogeneous reaction rate.

his is due to the fact that the ideal homogeneous reaction rate

 Eq. (49) ) is based on a quiescent flow, for which the Sherwood

umber is 2 according to the Ranz-Marshall correlation [32] . The

ctual Sherwood number is higher than 2 because of the relative

otion of particle and fluid. The increase in the reaction rate be-

omes the ratio of the actual Sherwood number divided by two.

hen account is made for the relative fluid-particle velocity due

o turbulence, the mean effective diffusion limited particle reaction

ate is therefore given by: 

αhom,t ︸ ︷︷ ︸ 
urbulent 

= αhom,q 

Sh 

2 

. (50) 

ote that in this regime, the reaction rate still scales linearly with

he number density of particles, n p . Since each particle is reacting

ithout influencing other particles, its combustion regime is com-

arable to Individual Particle Combustion [36] . 

.2. High Damköhler number, SC regime 

It is known that particles embedded in a turbulent flow will

orm particle clusters where the particle number density is signif-

cantly above the mean value [33–35] . For large Da, the particle

umber density inside these clusters is very high and the internal

xygen is consumed rapidly. Following the description in the work

f Haugen et al. [44] , the characteristic length scale l of these par-

icle clusters is obtained by assuming that the eddies responsible

or the clustering have the same time scale as the clustering par-

icles, such that τl = τp = St τL . Assuming Kolmogorov scaling be-

ween the scales l and L , one obtains l = L St 3 / 2 and D di f f , cl = u l l =
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u RMS L St 2 [44] . The subscript cl stands for all cluster related prop-

erties. After the internal oxygen is consumed, the reaction rate is

limited by the transport of oxygen to the surface of the particle

clusters. This is a combustion regime similar to Sheath Combustion

[36] , and the reaction rate converges to a particle number density

independent value αcl [44] : 

αcl = A cl n cl k di f f , cl = A 1 A 2 

D di f f , cl Sh 

l 2 
. (51)

The cluster dependent reaction rate, αcl , is dependent on the mean

cluster surface area A cl = A 1 l 
2 , the mean cluster number density

n cl = A 2 /l 3 and the cluster dependent mass transfer rate k di f f , cl =
D di f f , cl Sh /l, where A 1 and A 2 are fitting factors related to the

shape of the particle clusters, influencing their number and sur-

face area, respectively. Inserting the expressions for l and D diff,cl 

into Eq. (51) then yields: 

αcl = 

A 1 A 2 Sh 

τL St 
. (52)

Haugen et al. [44] determined values for A 1 A 2 for a range of Re L 
and St and they arrive at the following functional dependence;

A 1 A 2 = 0 . 08 + St / 3 , which predicts the effect of turbulent cluster-

ing on the reaction rate in a simpler system. Note that the expres-

sion for αcl has no dependence on the number of individual parti-

cles. 

4.3. Connecting IPC and SC combustion regimes 

A model for the reaction rate connecting the limits for small

and large Da (IPC and SC in Annamalai and Ramalingam) can be

obtained by constructing the harmonic mean: 

α = 

αcl αhom,t 

αcl + αhom,t 

. (53)

By dividing this expression by the ideal homogeneous reaction rate

for a quiescent fluid, a Sherwood correction factor ˜ α = α/αhom,q 

can be found as: 

˜ α = 

αcl 

αcl + Da Sh / (2 τL ) 

Sh 

2 

. (54)

This expression takes into account both the influence of the turbu-

lence on each individual particle via the Sherwood number, as well

as the influence of large scale clustering via the cluster dependent

reaction rate αcl . 

If the chemical timescale, the turbulent flow time scale and the

particle Stokes number are known properties, the Sherwood cor-

rection factor can be combined with Eq. (40) to obtain a mass

transfer rate 

k di f f , turb = ˜ αk di f f , q (55)

that takes into account the effect of small scale turbulence and tur-

bulent clustering. 

4.4. Finding the Sherwood correction factor from simulations 

To validate the model in Eq. (54) , we compare the mean mass

loss rates of the particles obtained from the DNS simulations with

the mean homogeneous mass loss rate of the same case. If none

of the models described in Section 1 is used in RANS simulations,

a mass loss rate assuming homogeneously distributed particles re-

acting in a quiescent, perfectly mixed fluid is obtained for each in-

dividual computational cell. The aim of this paper is to provide a

model for heterogeneous combustion of char that accounts for the

effects of turbulence and that is easily implemented into commer-

cial RANS CFD software. 
Based on Eq. (37) , the mean effective reaction coefficient in a

uiescent fluid is given by 

 e f f , q = 

k kin k di f f , q 

k kin + k di f f , q 

, (56)

hen k diff,q is found from Eq. (40) . The mean homogeneous mass

oss rate is found by combining Eqs. (28) and (29) , such that 

d m p,hom 

dt 
= −A p M k 

N species ∑ 

k 

̂ RR k . (57)

or a single reaction with only one reactant, where the reaction

emoves one carbon atom from the surface of the char particle,

qs. (56) and ( 57 ) can then be combined with Eqs. (30) and ( 36 )

o yield 

d m p,hom 

dt 
= −A p M c k e f f , q X r, ∞ 

C g . (58)

As argued in Section 4.3 , the turbulence only affects the mass

ransfer rate to the particles, not the kinetic rate. The correspond-

ng mean effective reaction coefficient that incorporates the effect

f turbulence is therefore given by 

 e f f , turb = 

k kin k di f f , turb 

k kin + k di f f , turb 

, (59)

hen k diff,turb is found from Eq. (55) . Hence, the actual mass loss

ate in a turbulent flow is given by 

d m p 

dt 
= −A p M c k e f f , turb X r, ∞ 

C g . (60)

y combining Eqs. (58) and ( 60 ), the ratio of the mean actual mass

oss rate, which includes the effect of turbulence, to the mean ho-

ogeneous mass loss rate, which neglects the effect of turbulence,

s found to be 

= 

d m p /dt 

d m p,hom 

/dt 
= 

k e f f , turb 

k e f f , hom 

. (61)

his is a measure of how fast the reactions proceed compared to

he homogeneous assumption. From Eqs. (56) and ( 59 ), it can then

hown that 

= 

k kin ̃  αk di f f , q / (k kin + ˜ αk di f f , q ) 

k kin k di f f , q / (k kin + k di f f , q ) 
= 

˜ α(k kin + k di f f , q ) 

k kin + ˜ αk di f f , q 

. (62)

olving for the Sherwood correction factor, ˜ α, yields: 

˜ = 

βk kin 

k kin + k di f f , q (1 − β) 
. (63)

his expression takes into account the effect of the ratio between

he kinetic and the diffusive rate on the Sherwood correction fac-

or. When k kin � k diff, ˜ α is nearly proportional to β . However, when

he reaction is kinetically controlled, ˜ α is less dependent on β . In

hort, a Sherwood correction factor of 1 describes no change in the

eaction rates in comparison to the homogeneous assumption in a

uiescent fluid , a ratio ˜ α > 1 signifies a speed-up, and a value ˜ α < 1

orresponds to a slow-down. 

In Section 6 , the value of d m p /dt is given by the actual mass

oss rate obtained from the DNS simulation, while d m p,hom 

/dt is

ound from Eq. (58) . The Sherwood correction factor is then deter-

ined from Eq. (63) . 

. Simulation setup 

For simplicity, char is here considered to react with oxygen

o form carbon dioxide. Hence, no homogeneous reactions are

resent, and the gas phase source term, ˙ ω k in Eq. (6) , is zero. The

eterogeneous mechanism is taken from the work of Li and You

58] and summarized in Table 1 . 

To achieve relatively constant Stokes and Da for the duration of

he simulation, the particles react with oxygen present in the fluid
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Table 1 

Heterogeneous mechanism. 

C + O 2 → CO 2 

B n [ m/s ] αn [ −] E n [ J/mol ] 

1.2 · 10 4 0 101 · 10 3 

Fig. 1. Evolution of the PDF of the particle number density over time. 
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Fig. 2. Evolution of the relative particle velocity over time. 
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c  

t  
nd transfer mass to the fluid phase while the particles themselves

o not lose mass. It is done by adding the mass released by the

article to the fluid, but not substracting the released mass from

he particle mass. This allows us to exclude the effects of varying

amköhler and Stokes numbers, and therefore different clustering

r mass transfer behaviour, from the present analysis. The reac-

ions assume a fully dried and devolatilized char particle reacting

ith oxygen in isotropic and homogeneous turbulence. This setup

s meant to resemble what would be observed when studying a

mall fluid volume that is advected with the mean flow down-

tream of the zone of gas phase combustion. The Damköhler num-

er is varied from simulation to simulation by varying the number

f particles in the domain according to Eq. (48) . For the present

ork, stoichiometric conditions are given for a Damköhler num-

er of 0.1, which has 100k particles in the domain. To convert all

xygen in the domain to carbon dioxide, the carbon content of

00k particles with the employed density and radius is needed. In

imulations with lower particle numbers than 100k, more mass is

dded to the fluid than is contained within the particles. As an

xample, when all oxygen of the simulation containing 50k parti-

les has been converted to carbon dioxide, the particles have trans-

erred two times their carbon content to the fluid. However, these

imulations are well in the low Damköhler regime, and this stays

nchanged from the beginning of the reactions to the time of full

xygen conversion, so results for the low Damköhler simulations

re unaffected by this. 

The use of periodic boundary conditions together with the ideal

as law results in a linear increase of pressure as the temperature

n the domain increases. However, as the heterogeneous reaction is

nimolar, the gas concentration is not affected. For the cases with

he highest increase in temperature, the pressure rises to 1.5 times

ts initial value, but the reaction rates are unaffected by this ex-

ept for the influence of the gas temperature on the diffusivity. The

igher diffusivity increases the mass transfer rate to the particle

urface, speeding up the reaction rates and counteracting the drop

n reaction rates due to the decrease in oxygen content. 

.1. Initialization and start time of reactions 

All cases are initialized with random particle positions and

hen run with reactions disabled until a statistically steady state

s reached, which is determined by a stabilization of the shape of

he PDF of the particle number density. The evolution of the PDF

f the particle number density over time is presented in Fig. 1 . The

DF for each time is evaluated by projecting the particle position
n the nearest node and smoothing the resulting scalar field with a

lipped Gaussian filter of a width of seven nodes. The resulting val-

es of the smoothed scalar field are then evaluated using 30 bins

f equal width over the range of values. As can be seen, the initial

istribution is close to a Gaussian distribution, which is expected

rom a true random distribution. As the simulationprogresses, the

DF broadens to show a high number of cells with few particles,

ut also a significant number of cells with many particles. This cor-

esponds to clusters of particles, separated by voids with nearly no

articles present. The mean relative velocity between the particles

nd the fluid varies around a constant value, as shown in Fig. 2

or a representative case. A simulation time of 0.06 s, which corre-

ponds to 16 eddy turnover times, is sufficient to reach a statisti-

ally steady state for all cases. The long term variation in relative

article velocity that occur after the reactions are turned on is due

o the effect of chemical reactions on temperature and fluid com-

osition. Only data from when the mean oxygen mass faction is

till above 1% is taken into account in the subsequent analysis. 

.2. Particle size to grid size dependence 

Attention must be given to the fact that the ratio of the par-

icle diameter to the square of the cell size should not exceed a

ertain value. If a single particle in a cell represents too much re-

ctive surface, the cell’s oxygen content is rapidly consumed and a

egion devoid of oxygen forms around the particle. In the work of

nnamalai and Ramalingam [36] , this zone is called the film zone

nd the particle is undergoing Individual Particle Combustion. This

s a physical effect, which leads to a reaction rate that is lower

han the ideal homogeneous reaction rate, even for small Damköh-

er numbers. In addition, particles that are large compared to the

rid cell tend to introduce numerical instability in the simulations,

nd, in extreme cases, they will also violate the point-particle as-

umption that the particle tracking model is based upon. To miti-

ate these numerical issues, and the forming of a significant “film

one” around each particle, sufficiently small particles are needed.

o hold the Damköhler number constant when decreasing the par-

icle surface area, the number density n p of particles has to be

ncreased according to Eq. (44) . This effect is illustrated in Fig. 3 ,

here the Sherwood correction factor is shown to decrease for in-

reasing oxygen conversion and larger ratios of r p / �x 2 . The oxygen

onversion is defined as: 

(t) = 1 − Y O 2 (t) 

Y O 2 , 0 
. (64) 

igure 4 shows the oxygen mass fraction for simulations with de-

reasing particle sizes and increasing particle numbers from left to

ight. All cases have the same low Damköhler number, and a do-

ain size of 6.28 cm. 

The areas of low oxygen content around single, large parti-

les are particularly visible in the leftmost panel. Moving towards

he right panel it is clear that for smaller particles, the oxygen
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Fig. 3. Ratio of the real to the ideal homogeneous reaction rate for a constant 

Damköhler number of 0.1 for different particle sizes as a function of oxygen con- 

version. 

Table 2 

Common boundary conditions of the cases. 

Here, subscript 0 refers to the initial condition. 

T gas , 0 2100 [K] 

T wall , 0 2100 [K] 

T p , 0 2100 [K] 

ρchar 8.55 [g/cm 

3 ] 

ρgas 3 ·10 −4 [g/cm 

3 ] 

u RMS 180.0 [cm/s] 

Re 40 [-] 

L f 2 π /1.5 [cm 

−1 ] 

Y CO 2 , 0 0.74 [-] 

Y O 2 , 0 0.26 [-] 

L dom 6.28 [cm] 

r p 11.25 [μm] 

N cell 64 3 [-] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Ratio of the real to the ideal homogeneous reaction rate for a constant 

Damköhler number of 0.1 over the ratio r p / �x 2 . 

Fig. 6. Evolution of the Damköhler number over conversion. 
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distribution is more uniform. When decreasing the particle size,

the Damköhler number is kept constant by increasing the particle

number density. For turbulent cases, it is also important to main-

tain the same Stokes number, which is achieved by increasing the

material density of the particles. 

The Sherwood correction factor is shown as a function of the

particle size ( r p / �x 2 ) for Da = 0 . 1 in Fig. 5 . It can be seen from

the figure that the Sherwood correction factor starts to decrease

for r p / �x 2 > 0.12. This decrease is, as explained previously, due to

the presence of a film zone with lower oxygen around the large

particles. To avoid having to account for the effect of the film

zone, a particle radius of 11.257 μm ( r p / �x 2 = 0 . 12 ) is chosen for

the remainder of the simulations. To satisfy the requirement of a

Stokes number of unity and much smaller particle diameter than

the grid size, a large density ratio between particle and fluid is re-

quired. This would not be a requirement for larger Reynolds num-

bers though, since the flow time scale would be reduced. The re-

quirement for a high density ratio results in very dense, small par-

ticles, that move like char particles with a diameter of 50 μm and

a density of 0.7 g/cm 

3 . Table 2 summarizes the general conditions

of all simulations. 
Fig. 4. Plots of the oxygen mass fraction for cases with increasing particle numb
. Results 

Figure 6 shows the Damköhler number as given by Eq. (45) as

 function of oxygen conversion for cases with different particle

umber densities. Higher particle number densities yield higher

a, and the Damköhler number for each case increases until 75%

onversion, and then decreases again. The change in fluid diffusiv-

ty with temperature is the most important fluid property influ-

ncing the variability of the Damköhler number. 

Figure 7 shows the ratio of the kinetic to the mass transfer rate

or cases with different Da, plotted as a function of oxygen con-

ersion. The ratio first increases, with the maximum being higher

or lower Da. The reason for this is that the amount of oxidizer per

article is higher for lower Da. This means that for low Da, the par-

icles obtain higher temperatures, and hence larger values of k kin .

he decrease in the kinetic rate at later times is due to radiative

article cooling. It is clear from the figure that for these simula-

ions, the char conversion is diffusion controlled for low Damköh-

er numbers. 

.1. The reaction rate, oxygen consumption and inhibition 

The decrease of oxygen content over time can be seen in Fig. 8

or several Da. The x -axis is at 1% Y O 2 , which illustrates the large
ers and decreasing particle radii at a low and constant Damköhler number. 



J. Krüger et al. / Combustion and Flame 185 (2017) 160–172 169 

Fig. 7. Ratio of kinetic and mass transfer rate over conversion. 

Fig. 8. Evolution of the mean oxygen mass fraction over time. 

Fig. 9. Comparison of ideal and actual total particle mass loss rates over conversion 

for simulations with different Da. 
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Fig. 10. Sherwood correction factor over conversion for simulations with different 

Damköhler numbers. 

Fig. 11. Sherwood correction factor over the Damköhler number. 
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ifferences in time to reach this mass fraction. The case with the

ighest Damköhler number reaches 1% mass fraction of oxygen af-

er 0.02 s, while the case with the lowest Damköhler number takes

0 times longer, i.e. 1.2 s. The mean oxygen mass fraction decreases

ear exponentially, which can be seen in the inset. The exponential

ecay is expected from a first order reaction equation [43] . 

In Fig. 9 , the actual total particle mass loss rate ( d m p /dt) and

he ideal homogeneous mass loss rate ( d m p,hom 

/dt), assuming ho-

ogeneous distribution of particles, are compared for several Da.

or low conversions (early times), all cases show comparable ideal

nd actual mass loss rates. For higher conversion values, the ideal

ass loss is higher than the actual one, and the difference is

tronger for higher Da . 

The fastest reactions are found in the beginning, when oxygen

s still available inside the particle clusters. The reason for the dif-

erence between the ideal and the actual mass loss for high Da

s that the particle clusters become void of oxygen, even though

here are large amounts of oxygen available between the clusters.

his means that the ideal homogeneous mass loss is only taking

nto account the total amount of oxygen in the domain or cell,

hile the actual mass loss is also taking into account the distri-

ution of oxygen and particles. Figure 10 shows the correspond-
ng Sherwood correction factor over conversion, as obtained from

q. (63) , for the same cases as was shown in Fig. 9 . The curve ends

hen the mass fraction of oxygen has reached 1%. The decrease of

he Sherwood correction factor for high Da is clearly seen. It can

lso be seen that the Sherwood correction factor has a tendency to

ecrease with conversion for conversions less than about 50%. The

eason that the Sherwood correction factor is higher for early times

s that the particles clusters are not yet void of oxygen. For larger

onversions, a clear positive or negative trend in the behaviour of

he Sherwood correction factor is no longer seen, and we therefore

hoose to define the steady state Sherwood correction factor as the

alue obtained in the range from 50%–99% conversion. 

In Fig. 11 , the steady state Sherwood correction factor is plotted

ver Damköhler number for a range of different simulations. The

mall scale influence of turbulence can be seen in the fact that for

mall Da, the reaction rate is faster than the ideal homogeneous

ne (i.e. ˜ α > 1 ). This is due to the fact that the turbulence induces

 relative velocity between the particles and the fluid, which re-

ults in fresh reactants constantly being convected to the particle

urface, and hence, that the conversion rate is increased. 

For large Damköhler numbers ( Da > 0.3), the Sherwood correc-

ion factor is less than unity. This is due to the effect of the particle

lustering, where the fluid in the particle clusters are depleted of

xygen, while there is still significant amounts of oxygen left in

he volumes between the clusters. The dashed lines in Fig. 11 rep-

esent the model for the Sherwood correction factor, as given by

q. (54) , where the cluster dependent reaction rate, αcl , is given

y Eq. (51) . The Sherwood number can be found from Eq. (39 ),

hen utilizing the model for the relative particle-fluid velocity that

as developed by Haugen et al. [44] . Furthermore, for the upper

range dashed line, the value of A 1 A 2 used in Eq. (51) is given

y A 1 A 2 = 0 . 08 + St / 3 , which is taken from Haugen et al. [44] . For

omparison, the light blue lower dashed line has been obtained by

sing A 1 A 2 = 0 . 2 . It can be seen that the qualitative behaviour of

q. (54) is fairly similar to the results from the DNS. The model
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Fig. 12. Plots of the oxygen mass fraction for cases with increasing Da, 0.01, 0.09 and 1.00 from left to right, Ȳ O 2 = 15% , the time of the snapshots is 100ms, 6ms and 2ms 

from left to right. 

Fig. 13. Scatter plot of the particle number density over the oxygen mass fraction. 

The mean oxygen mass fraction is Y O 2 = 15% for all three simulations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. PDF of the oxygen mass fraction for the full domain (continuous lines) and 

in regions where n p > n̄ p (dashed lines). Higher Da result in broader distributions. 

Fig. 15. Scatter plot of the particle number over the domain temperature. 
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for A 1 A 2 as found by Haugen et al. [44] , yields a surprisingly good

result, even though the physics in their case was more simplified

and only mass transfer was considered. This supports the assump-

tion that it is primarily the mass transfer effect that is influenced

by the turbulence. We do believe though, that the discrepancy be-

tween the simulation results and the model results (orange up-

per dashed line) is due to the interaction between turbulence and

heat transfer that is not taken into account by the model. The heat

transfer is expected to be influenced by the turbulence in a similar

way as is the case for mass transfer. This effect would be divided

into a Nusselt number influence due to slip velocity between par-

ticle and fluid, and due to particle clustering, decreasing the over-

all heat transfer rate. Finally, it could also be noted that a higher

Damköhler number yields a higher variance in the Sherwood cor-

rection factor, while the variance is fairly small for the smaller Da.

6.2. The distribution of oxygen and temperature in the domain 

Figure 12 shows the instantaneous value of the oxygen mass

fraction in a slice of the domain when the mean oxygen mass frac-

tion is 15% for three cases with increasing Da from left to right.

A distinct increase in the difference between the oxygen rich and

lean regions is clearly visible for higher Da. 

A high Damköhler number results in a large variance in the

oxygen mass fraction, as clusters become depleted of oxygen in

a short time, while the regions with low particle number density

are left nearly untouched. This effect can be observed in Fig. 13 ,

where a scatter plot of the normalized particle number density as

a function of the oxygen mass fraction is shown. The low Damköh-

ler case shows very similar levels of oxygen content for all par-

ticle number densities, while the large Damköhler case shows a

clear correlation between high relative particle number densities

and low oxygen content. In Fig. 14 the corresponding PDF of the

oxygen mass fraction is shown. The constrained probabilities for

regions where the particle number density is higher than its mean

value, n p > n p (dashed line in Fig. 13 ), have different positions in

the overall distribution. While the constrained distribution for low
a fills nearly the full range of values of the unconstrained one,

he constrained distribution for the large Damköhler case only cov-

rs the lower half of the unconstrained range of values. The values

f oxygen mass fraction have a larger spread for higher Da. Note

hat the mean oxygen mass fraction for all cases at the time of the

napshot was around 15%, hence the data is from different times

see Fig. 8 ). 

Finally the effect of turbulence on the temperature distribution

n the domain is studied. The normalized particle number den-

ity is plotted as a function of the gas temperature in Fig. 15 , and

he resulting PDF of the gas temperature is shown in Fig. 16 . The

ean oxygen mass fraction is 15% for all cases. A higher Damköh-

er number simulation has a wider range of temperatures and a

ower mean temperature than simulations of lower Da. The lower

ean temperature of the high Damköhler cases is explained by the

igh number of particles in the domain, which constitute a higher

raction of the energy stored in the particles, and an increase in ra-

iation losses from the sum of all particles. This is due to the par-

icles’ radiative heat loss being the only heat sink in the system,

hich is proportional to the number of particles in the domain. It

an also be seen that the gas in particle clusters tends to be hotter

han the one with a lower particle density. The wide range of tem-

eratures found for medium Da is believed to be due to the wide
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Fig. 16. PDF of the domain temperature for cases with three different Da. The 

dashed line represents the subset of the domain where n p > n p . 
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ange of states the gas can be in. For medium Da, parts of the

omain have already been emptied of oxygen and cooled down,

hile other parts have not yet been in contact with particles. 

. Conclusions 

The simple model of Haugen et al. [44] and Krüger et al.

43] , where DNS was used to analyse heterogeneous reactions in

sotropic turbulence, has been extended to incorporate real species

nd temperature effects. It has been found that the particles form

lusters because of the turbulence. Treating the reactions for high

a as only occurring on the outer shell of these particle clusters is

ound to give reasonable results, and a cluster dependent reaction

ate αcl is found to yield a good approximation of the maximum

ate of reaction that can be achieved for heterogeneous reactions.

augen et al. [44] has given an approximate value of A 1 A 2 , which

ts the results reasonably well. The fitting factors A 1 and A 2 are

actors relating to the number density and surface-to-volume ra-

io of the particle clusters, both of which depend on the shape of

he clusters. Predicting the shape of the particle clusters, and thus

alues of A 1 and A 2 from flow field and particle properties is the

opic of ongoing work. The simulations show the same trend as

btained in the work of Haugen et al. [44] and Krüger et al. [43] .

owever, using A 1 A 2 = 0 . 08 + St / 3 slightly overpredicts the reac-

ion rate for low and medium Da. For low and intermediate Da, a

ood fit is achieved with A 1 A 2 = 0 . 2 , at the cost of underpredic-

ion for higher Da. The developed model, as presented in Eq. (54) ,

hould be used in RANS simulations to account for the effect of

urbulence on the conversion of heterogeneously reacting particles.

he model accounts both for (1) the effect of increased mass trans-

er due to turbulence-induced relative velocities between particles

nd fluid, and (2) the effect of particle clustering. 

The Sherwood correction factor, as given by Eq. (54) can be

valuated for e.g. each cell of a coarsely resolved simulation us-

ng known flow and particle variables. The mean Sherwood num-

er Sh can be approximated using a correlation for the relative

elocity between particles and fluid, as described by Haugen et al.

44] , and the cluster dependent reaction rate αcl can be found from

q. (51 ). The Sherwood correction factor can then be inserted into

q. (55) to yield a turbulent mass transfer coefficient that accounts

or the effect of turbulence; 

 di f f , turb = 

D ̃  α

r p 
. (65) 

pplying this modified mass transfer coefficient to each particle

n one computational cell accounts for the unresolved clustering

nd slip velocities of particles. The reason for the discrepancies

etween the results obtained in this work and the results of

augen et al. [44] are thought to be due to the thermal and

inetic effects that have been included in the current work. In the

ork of Haugen et al. [44] , the consumption of a passive scalar is
tudied, which does not influence the carrier fluid. Meanwhile, the

onsumption of oxygen directly affects the density, temperature,

omposition and momentum of the fluid. Another difference is the

ower flow Reynolds number of approximately 40 that has been

tudied here, while the work of Haugen et al. studies flows with

eynolds numbers in the range of 80–2200. 

The Sherwood correction factor is also dependent on the size

atio of the particles and the grid cells size, which are all factors

hat influence the cost of the simulations. The ratio of particle to

rid cell size in the present work was chosen so that the reac-

ion rates at small Da behave similar to the homogeneous assump-

ion at reasonable cost and ensure the validity of the point-particle

ssumption. Increasing the particle size will yield lower Sher-

ood correction factors. In addition, it tends to yield numerical

nstabilities. 

It is worth noting that extending this analysis to include several

eterogeneous and homogeneous reactions will complicate the

nterpretation of the effect of turbulence. Interestingly, this can

esult in cases where production/consumption of one species can

e modelled by the homogeneous approach, while other species’

eactions are happening at the cluster dependent reaction rate. 

The proposed model gives a good approximation of the char

onsumption rate in reacting flows with heterogeneous reactions.

ote that the current work deals with devolatilized char particles.

t has been found that, although both devolatilization and het-

rogeneous combustion feature a wide range of time scales [59] ,

evolatilization and homogeneous combustion of the devolatilized

uel are up to a magnitude faster than char conversion [30] . De-

ending on the gas temperature and particle diameter, a diffu-

ion flame exists around a devolatilizing particle, preventing oxy-

en from reaching the particle until the fuel particle is fully de-

olatilized [60] . This results in two distinct reaction regimes, coal

evolatilization and char combustion, where char combustion is

roceeding at a much slower rate [61] . To further improve its pre-

ictability, more work has to be done to identify an appropriate

orrelation for A 1 A 2 , and to analyse the effect of several heteroge-

eous and homogeneous reactions, especially for cases where non-

nimolar reactions are considered. The effects of particle heating

nd heat transfer between fluid and particles should also be ex-

mined. Another important unknown effect is the influence of the

article diameter. Simulations with particles with a range of sizes

ave to be performed, as their different clustering behaviour will

ield different, probably less extreme effects compared with the

resent work. 
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